
1/29

Motivation Method Experiment

Black-box Generation of Adversarial Text
Sequences to Evade Deep Learning Classifiers

Ji Gao1, Jack Lanchantin1, Mary Lou Soffa1, Yanjun Qi1

1University of Virginia
http://trustworthymachinelearning.org/

@ 1st Deep Learning and Security Workshop ; 2018

http://trustworthymachinelearning.org/


2/29

Motivation Method Experiment

Outline

1 Motivation

White box vs. black box

2 Method

Word scorer
Word transformer

3 Experiment

4 Conclusions



3/29

Motivation Method Experiment

Example of black-box classification systems

Google Perspective API
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Target scenario
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An example of DeepWordBug

Goal: Flip the prediction of a sentiment analyzer
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Algorithm
Our Methods
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Challenges of language tasks
Our Method

Adversarial examples

Suppose a deep learning classi�erF(�) : X ! Y original sample is
x, an adversarial examplex0 in Untargeted attackfollows:

x0 = x + � x; jj � xjjp < �; x0 2 X

F(x) 6= F(x0)

When X is symbolic:

How to perturbx?

No metric for measuring �x
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Our setting
Our Method

� x = Edit distance(x; x0)
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DeepWordBug
Our Methods

1. Scoring - Find important words to change

2. Transformation - Generate some modi�cation on words of
top importance.

� x = Edit distance(x; x0)

=
X

i 2 Selected words

Edit distance(xi ; x0
i )
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Step 1: Scoring function
Our Methods

Goal: Select important words
The proposed scoring functions have the following properties:

1 Correctly re
ect the importance of words
2 Black-box
3 E�cient to calculate.
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Temporal Head Score
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Temporal Head Score
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Temporal Tail score
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Combined score
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Step 2: Ranking and transformation

Calculate the scoring function for all words in the input once.

Rank all the words according to the scores.
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Step 3: Word Transformer
Our Methods

Original Substitution Swapping Deletion Insertion
Team ! Texm Taem Tem Tezam
Artist ! Arxist Artsit Artst Articst

Computer ! Computnr Comptuer Compter Comnputer

Aim I: Machine-learning based classi�er views generated words
as \unknown" .

Aim II: Control theedit distance of the modi�cation
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Summary
Our Methods
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Dataset

#Training #Testing #Classes Task

AG's News 120,000 7,600 4
News
Categorization

Amazon Review
Full

3,000,000 650,000 5
Sentiment
Analysis

Amazon Review
Polarity

3,600,000 400,000 2
Sentiment
Analysis

DBPedia 560,000 70,000 14
Ontology
Classi�cation

Yahoo! Answers 1,400,000 60,000 10
Topic
Classi�cation

Yelp Review Full 650,000 50,000 5
Sentiment
Analysis

Yelp Review Polarity 560,000 38,000 2
Sentiment
Analysis

Enron Spam Email 26,972 6,744 2
Spam E-mail
Detection
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Methods in comparison

Random(Baseline) : Random selection of words. Similar to
(Papernot et al. 2013)

Gradient(Baseline) : White-box method. Judging the
importance of the word using the magnitude of the gradient
(Samanta, S., & Mehta, S. (2017).).

DeepWordBug(Our method) : Use 3 Di�erent scoring
functions: Temporal Head, Temporal Tail and Combined.
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Main result: E�ectiveness of adversarial samples (average)



20/29

Motivation Method Experiment

Question: Are the generated adversarial samples
transferable to other models?

Adversarial samples generated on one model can be
successfully transferred between models, reducing the model
accuracy from around 90% to 20-50%
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