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Introduction

Style transfer - change text attribute while preserving semantic
meaning

Previous methods

Supervised - use labeled data and sequence-to-sequence models
Unsupversied - latent representations with adversarial loss

This paper - Style transfer via Back-translation (Unsupervised)

Multiple attributes transfer
Back-translation instead of adversarial loss
Empirical results for lack of disentanglement strength
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Back-translation

Figure: Source to target translation via sequence to sequence models

Figure: Style transfer via back-translation
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Input and System Diagram

Input text x , corrupted text xc , original label y , required label ŷ , style
transfered text x̂

Four step approach for complete style transfer

Figure: Architecture Diagram
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Step by Step Procedure

1 Encode x into latent representation z : x → z

2 Conditionally decode z into x̂ by adding ŷ : z + ŷ → x̂

3 Encode x̂ into latent representation ẑ : x̂ → ẑ

4 Conditionally decode ẑ into x by adding y : ẑ + y → x

Figure: Loss function for the model
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Related Work
DAR (Delete and Retrieve)

Comparison system for style transfer

Uses template based and neural models for style transfer

Figure: DAR Model
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Data

Figure: Dataset Statistics
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Results

Figure: Comparison with Benchmark Methods
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Results

Figure: Evaluation Criterias
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Qualitative Results
Attribute Transfer

Figure: Attribute Transfer Results
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Qualitative Results
Multiple Attributes

Figure: Multiple Attributes
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Qualitative Results
Another Attribute Transfer

Figure: Attribute Transfer
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Discussion

Rule based methods still work much better than neural methods
(Retrieve only from DAR)

Back-translation a better alternative to adversarial loss in text domain

Adding extra knowledge in neural models help

What happens when you combine DAR and this paper’s approach
(explicit constrained style transfer)?

Awesome paper!
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