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Generative models II: Outline

Autoregressive models

PixelCNN

Latent variable models

Variational Autoencoders
Generative Adversarial Networks
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Comparision
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What is exponential family
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What is exponential family
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Why should we care about it

It can be shown that, under certain regularity conditions, the
exponential family is the only family of distributions with finite-sized
sufficient statistics, meaning that we can compress the data into a
fixed-sized summary without loss of information. This is particularly
useful for online learning, as we will see later.

The exponential family is the only family of distributions for which
conjugate priors exist, which simplifies the computation of the
posterior.

The exponential family is at the core of generalized linear models and
variational inference.
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Scalar parameter
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Vector parameter
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Vector parameter, vector variable
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Bernoulli distribution
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Normal distribution: unknown mean, known variance
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Normal distribution: unknown mean and unknown variance
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Conjugate prior

A conjugate prior is one which, when combined with the likelihood
and normalised, produces a posterior distribution which is of the same
type as the prior.

For example, if one is estimating the success probability of a binomial
distribution, then if one chooses to use a beta distribution as one’s
prior, the posterior is another beta distribution.

An arbitrary likelihood will not belong to the exponential family, and
thus in general no conjugate prior exists. The posterior will then have
to be computed by numerical methods.
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Conjugate prior for exponential family

In the case of a likelihood which belongs to the exponential family
there exists a conjugate prior, which is often also in the exponential
family.
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Conjugate prior for exponential family
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Conjugate prior for exponential family
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Conjugate prior for exponential family
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Conjugate prior for exponential family

This shows that the update equations can be written simply in terms
of the number of data points and the sufficient statistic of the data.
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