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Motivation

Task: Modeling temporal sequences (dynamics of time series).

RNN is able to capture data dependency: RNN has shown great
efficiency in modeling sequence data as well as temporal data.

Some cases hard to be handled by RNN: RNN can capture
long-range dependency in the time domain, but doesn’t explicitly
model the pattern occurrences in the frequency domain. So RNN fails
in tasks like predicting investment strategy for the high frequency
trading.
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Overview

In this paper, authors combines the capacity of multi-frequency analysis
with the modeling of long-range dependency to capture the temporal
context of input sequences.

Decompose the input sequence into a set of frequency
components. Fourier basis.

Memory gates select a suitable set of state-frequency
components. These components are selected to predict and generate
the target outputs.

Automatically adapt the frequency components. Adaptive SFM,
change fourier basis.
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Recurrent Neural Network

RNN is good at modeling sequence which is highly related in
time. However, RNN has drawback in capturing the long term
dependencies due to gradients vanishing.

Efforts to overcome this problem: developing better learning
algorithm; designing sophisticated structures (LSTM).

RNN has been applied to different areas.
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Fourier Transformation

Fourier Transformation: F (ω) =
∫ +∞
−∞ f (t)e jωtdt
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Updating Rule

The updating rule is:

St = ft ◦ St−1 + (gt ◦ it)

 e jω1t

...
e jωK t

T

∈ CD×K

Notations:
St : State frequency matrix ∈ CD×K . Each memory cell contains
D-dimensional memory states. Then decompose memory states into a
set of frequency components (K components here).
[cosω1t + j sinω1t, cosω2t + j sinω2t, ... cosωK t + j sinωK t]: Fourier
basis.
ft : Forget gate, ∈ RD×K .
gt : Input Gate, ∈ RD .
it : Input Modulation, ∈ RD , collect current inputs.
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Getting Amplitude

Decompose St into real and imaginary parts:

ReSt = ft ◦ ReSt−1 + (gt ◦ it)[cosω1t, cosω2t, ... cosωK t]
ImSt = ft ◦ ImSt−1 + (gt ◦ it)[sinω1t, sinω2t, ... sinωK t]

Amplitude:

At = |St | =

√
(ReSt)

2 + (ImSt)
2 ∈ RD×K

The phase is ignored because experiments show that it doesn’t effect
the result.
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The Joint State-Frequency Forget Gate

The input sequence x = [x1, x2, ..., xT ], xt ∈ RN .
The forget gate is designed to consider both state and frequency
information.

State forget gate: Which state information is allowed to update.

f stet = σ(W stezt−1 + V stext + bste) ∈ RD

Frequency forget gate: Which frequency information is allowed to
update.

f fret = σ(W frezt−1 + V frext + bfre) ∈ RK

Joint forget gate:
ft = f stet ⊗ f fret

⊗ denotes the outer product. σ denotes an element-wise sigmoid function.
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Input Gates and Modulations

Similar with the forget gate, the input gate is defined as:

Input controlling gate:

gt = σ(Wgzt−1 + Vgxt + bg ) ∈ RD

Input modulation gate:

it = tanh(Wizt−1 + Vixt + bi ) ∈ RD

All gates combine xt and zt−1
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Multi-Frequency Outputs and Modulations

zt is the output for time t. zt is a combination of outputs from each
frequency component.

Output from kth frequency component:

zkt = okt ◦ f0(W k
t A

k
t + bkt )

Output gate for kth frequency component:

okt = σ(Uk
oA

k
t + W k

o zt−1 + V k
o xt + bko ) ∈ RM

Aggregated output:

zt =
K∑

k=1

zkt ∈ RM
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Fourier Analysis of SFM Matrices

Expanding the update rule, can get:

St = (ft ◦ ft−1 ◦ ... ◦ f1) ◦ S0 + (gt ◦ it)

 e jω1t

...
e jωK t

T

+

t∑
t′=2

ft ◦ ft′ ◦ gt′−1 ◦ it′−1

 e jω1(t′−1)

...

e jωK (t
′−1)

T

Fourier transform denoting by the following sequence:

{(ft ◦ ft−1 ◦ ... ◦ f1) ◦ S0} ∪ {(gt ◦ it)} ∪ {ft ◦ ft′ ◦ gt′−1 ◦ it′−1|t ′}

Gates determine the time window size.
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Adaptive SFM

For fixed frequency components, parameters {ω1, ω2, ..., ωK} canbe
calculated by

ωk =
2πk

K

However, the frequency bases will change overtime. Fixed base can’t
capture dynamic patterns of changing frequencies. So introduce a
dynamic frequency component construction.

ω = Wωxxt + Wωzzt−1 + bw
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Baselines
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Sequence Data Generation
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Accuracy
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Log Likelihood
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Result Analysis
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Accuracy
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Frequencies of SFM and A-SFM
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Conclusions

The key idea of the SFM is to decompose the memory states into
different frequency states such that they can explicitly learn the
dependencies of both the low and high frequency patterns.

The proposed SFM is powerful in discovering different frequency
occurrences, which are important to predict or track the temporal
sequences at various frequencies.
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