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Question Answering

Human annotated high quality but small dataset

Large scale dataset through semi-annotated techniques but far from
natural language

Stanford Question Answering dataset(SQuAD)

Larger than all previous hand-annotated datasets
Various qualities
Answers are spans in a reference document
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Related Work

Statistical QA

Rule-based algorithms
Linear classifiers over feature sets: lexical features(bag of words), word
distance, word order, pos tag, dependency parse

Neural QA

NLI(natural language inference) : match LSTM encoder + pointer
network decoder,
dynamic chunk reader: extract answer candidates and rank
hierarchical co-attention model
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Overview

End-to-end neural network for question answering:

A coattention encoder captures the interaction between the question
and the document

A dynamic pointing decoder alternates between estimating the start
and end of the answer span
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Document and Question Encoder

Sequence of word vectors in document:
(xD1 , x

D
2 , . . . , x

D
n )

⇒ dt = LSTMenc(dt−1, x
D
t )

⇒ D = [d1 . . . dmdφ] ∈ Rl×(m+1)

Sequence of word vectors in document:
(xQ1 , x

Q
2 , . . . , x

Q
m )

⇒ qt = LSTMenc(qt−1, x
Q
t )

⇒ Q ′ = [q1 . . . qnqφ] ∈ Rl×(n+1)

⇒ Q = tanh(W (Q)Q ′ + b(Q)) ∈ Rl×(n+1)

(allow for variation between question encoding space and document
encoding space)

dφ and qφ: sentinel vector
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Coattention Encoder
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Dynamic Pointing Decoder

hi = LSTMdec(hi−1, [usi−1 ; uei−1 ]), U = [u1, . . . , um] ∈ R2l×m from encoder
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Dynamic Pointing Decoder

hi = LSTMdec(hi−1, [usi−1 ; uei−1 ])
Given current hidden state hi , previous start position usi−1 and previous

end position uei−1 , how to estimate the current start position si and
current end position ei?
si = argmax(α1, . . . , αm)

αt = HMNstart(ut , hi , usi−1 , uei−1)
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Highway Maxout Network(HMN)

HMN(ut , hi , usi−1 , uei−1) = max(W (3)[m
(1)
t ;m

(2)
t ] + b(3)) (1)

r = tanh(W (D)[hi ; usi−1 ; uei−1 ]) (2)

m
(1)
t = max(W (1)[ut ; r ] + b(1)) (3)

m
(2)
t = max(W (2)m

(1)
t + b(2)) (4)
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Qualitative Examples
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Results
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Results
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Summary

An end-to-end neural network architecture for question answering

On the SQuAD dataset achieves the state of the art results at 75.9%
F1 with a single model and 80.4% F1 with an ensemble.
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