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Introduction

Segmental structure can be found in many types of sequencing,
examples:

Phase structure: ”Machine Learning is part of artificial intelligence” →
[Machine Learning] [is] [part of] [artificial intelligence]
Phonotactic rules: ”thought” → [th][ou][ght]

input can be sequence or not, but output is always a sequence

Constructing condition probability p(y |x)

When non-sequence is given, sum over probabilities of all valid
segmentations
When input is sequence, sum over all feasible segmentations

Chong Wang, Yining Wang*, Abdelrahman Mohamed*, Dengyong Zhou, Li Deng* ( Microsoft Research, Carnegie Mellon University, Amazon, Citadel Securities LLC., Work performed when the authors were with Microsoft)Sequence Modeling via Segmentations ICML, 2017 4 / 22



Outline

1 Introduction

2 Mathematical Model
Mapping from non-sequence to sequence
Mapping from sequence to sequence
Carrying over information across segments

3 Forward, backward and decoding
Forward and backward propagations

4 Forward, backward and decoding

5 Experiments

Chong Wang, Yining Wang*, Abdelrahman Mohamed*, Dengyong Zhou, Li Deng* ( Microsoft Research, Carnegie Mellon University, Amazon, Citadel Securities LLC., Work performed when the authors were with Microsoft)Sequence Modeling via Segmentations ICML, 2017 5 / 22



Mapping from non-sequence to sequence

Some variables

for any a1:τα ∈ Sy , π(a1:τα) = y1:T
x: fixed length vector
T: number of outputs, length of whole sequence
τ : number of segments
$: end of segment token
π()̇ is the concatenation operator
Sy : all possible segmentations

|Sy | is exponentially large
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Mapping from non-sequence to sequence

Sum over all possible segementations, and multiply probability over
previous segments

The segmentation probability (p(at |x , π(a1:t−1)) is modeled with an
RNN with a softmax probability function

Each segment’s RNN will share the same weights, which means all
timesteps are treated the same

However, even with the segmentation probability, there is still an
exponential number of possibilities, the RNN simply gives us the score
for each possibility, this will come later
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Mapping from sequence to sequence

Monotonic alignment between input, which is now x1:T ′

Each element xt emits one segment, at , which is concatenated to
π(a1:T )

Unlike before, empty segments are allowed in the emission, which
means y will always include T’ segments, but there can be empty ones
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Mapping from sequence to sequence

We can model the same probability, except now conditional on a
specific element of x1LT ′ as opposed to single input vector, x

This condition on one element of x increases the number of possible
segments, |Sy | ∈ O(T ′T 2), again can’t brute force the inference
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Carrying over information across segments

The previous RNN models how to construct each segment based on
what was constructed before (can lead to greedy solution); we also
need to model dependence between all segments

Use sequence transducer approach to create separate RNN to model
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Forward and backward propagations

Want to model forward and backward probabilities, like a bidirectional
RNN

Probability that input x1:t emits output y1:j

αt(j) = p(y1:j |x1:t),

Probability that xt+1:T ′ emits output yj+1:T

βt(j) = p(yj+1,T |xt+1:T ′ , y1:j)

This allows the model to consider all segments in x, even those ahead
of what’s being considered at the time step:

p(y1:T x1:T ′) =
T∑
j=0

αt(j)βt(j)
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Forward

Dynamic Programming problem:

αt(j) =

j∑
j ′=0

αt−1(j ′)p(yj ′+1:j |xt),

βt(j) =
T∑

j ′=j

βt+1(j ′)p(yj+1:j ′ |xt+1)
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Backward

Gradient w.r.t xt , similar derivation can be done for when x is not a
sequence (x)

∂logp(y1:T |x1:T ′)
∂xt

=
T∑

j ′=0

j ′∑
j=0

wt(j , j
′)
∂logp(yj+1:j ′ |xt)

∂xt

wt(j , j
′) , αt−1(j)βt(j

′)
p(yj+1:j ′ |xt)
p(y1:T |x1:T ′)
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Speed ups

Limit maximum segment to be L, reduces complexity to O(T ′TL2),
since fewer dependencies have to be modeled

The computation for the longer segments will usually compute terms
that are needed for the shorter ones as well, just need to assign the
proper weights from the shorter segments to apply to terms found by
the longer segment
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Beam search decoding

Effectively performing a simple left-to right beam search for each xt
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Experiments

Automatically segment text

θ controls the distribution of the words

Stop words are removed and punctuation is a known segment
boundary

2-layer feed-forward neural network with ReLU nonlinearity

Two-layer GRU used to model p(y1:T |W θ(ξ))

Chong Wang, Yining Wang*, Abdelrahman Mohamed*, Dengyong Zhou, Li Deng* ( Microsoft Research, Carnegie Mellon University, Amazon, Citadel Securities LLC., Work performed when the authors were with Microsoft)Sequence Modeling via Segmentations ICML, 2017 19 / 22



Experiments

Chong Wang, Yining Wang*, Abdelrahman Mohamed*, Dengyong Zhou, Li Deng* ( Microsoft Research, Carnegie Mellon University, Amazon, Citadel Securities LLC., Work performed when the authors were with Microsoft)Sequence Modeling via Segmentations ICML, 2017 20 / 22



Experiments

Speech recognition : Character Error Rate of 30.5% compared to
Baidu’s CTC error rate of 31.8%
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Future Work

They have presented a new probability distribution for sequence modeling
in a very generalizable framework, and they tested it in two domains
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