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GCN

X!+ = (Axtwhy (1)
Time :
Space : O(LEd)

where L is the number of layers, d is the embedding dimension,
and E is the number of edges.
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Outline

Graphs
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GraphSAGE
[4]

Sample onlyk neighboring nodes at each layer and update those
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GraphSAGE
[4]
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GraphSAGE
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FastGCN
[1]

Sample onlyk nodes at each layer and update those
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FastGCN
[1]
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FastGCN
[1]
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Adaptive Sampling
[6]

Sample onlyk nodes at each layer conditioned on sampled nodes
at the previous layer
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Adaptive Sampling
[6]
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Multi-Level Framework Scalable Graph Embedding (Mil
[8]

3-step process:

1. Repeatedly coarsen graph into smaller ones
2. Compute embeddings on coarsest graph using existing
embedding method
I Inexpensive and less memory than full graph
I Captures global structure
3. Novel re nement model - learn graph convolution network to
re ne the embeddings from the coarsest graph to the original
graph
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