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Motivation

Weakness of machine learning algorithm:

Existence of adversarial samples

No transfer learning ability

No fast adaptation ability

Lack of interpretation

NN should use high-level semantic features to perform the task.

Unfortunately, NN is using redundant features to improve the
accuracy.[Arjovsky et.al 2019][Wang et.al 2017]
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Solution: Use causal features only and rule out all spurious features.

Avoid Over-Parametrization[Neyshabur et.al 2019].

Feature selection with expert knowledge: sparsity, low rank.

Possible to explicitly learn causal features?
Yes, via interventions and hypothesis testing.

Example: Suppose we have data sampled from PpX ,Y q. Given X , it is
easy to predict Y . But, what if I ask who is the cause, who is the effect.
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Causal machine learning algorithms require the understanding of
dependence and independence.

In deep learning scenario?

Learn the causal graph

Rule out spurious correlations.
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For a joint distribution Ppx1, x2, ¨ ¨ ¨ , xkq, there is an underlying (acyclic)
causal graph.

ppx1, x2, x3q “ ppx1qppx2|x1qppx3|x2, p1q

ppx1, x2, x3q “ ppx1qppx3qppx2|x3, p1q

ppx1, x2, x3q “ ppx2qppx1|x2qppx3|x2q
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Markov property

Given a causal DAG, a variable X is independent of all its non-descendants
given its parents.

The property tells us, the joint distribution can be factorized into small
groups.
Assumption:

For human, high level knowledge are organized as small groups.
[Bengio 2017]

When there is a domain shift, only limited numbers of distributions
are shifted, most remain invariant. [Schölkopf et.al 2018]
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Given n observations of d nodes, then the DAG |G | “ nˆ n. Suppose G is
induced by a weighted adjacent matrix W , which encodes the coefficients
of SEM. Wij “ 0 ðñ Gij “ 0
Because xi is generated by its own parent nodes, which means
X “WX ` ε, with the constraints G P DAG . Thus the optimization
problem is a combinatorial search:

min
WPRdˆd

||X ´WX ||2F ` λ||W ||1 (1)

s.t. G P DAGs (2)
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What does it mean by G P DAGs?

Theorem

[Zhang et.al 2018] A weighted adjacency matrix W induces a DAG if and
only if:

hpW q “ trpeW ¨W q ´ d “ 0. (3)

The combinatorial optimization now is equivalent to the continuous
problem:

min
WPRdˆd

||X ´WX ||2F ` λ||W ||1 (4)

s.t. hpW q “ 0 (5)

With this work, the learning of DAG via NN becomes possible.
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The recovery of weighted adjacency matrix.
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Gradient-based neural DAG learning1

Use neural network to learn the DAG. Based on Markov property:

Ppxq “
d

ś

j“1
ppxj |Papxjqq The observation matrix X can be recovered by

itself X “WX . But this model gives a linear reconstruction.
The work proposes to use a mlp for each node.
For node j , the mlp is noted as the input will be X´j :

θj “W l`1
j gp¨ ¨ ¨ gpw2

j gpW
1
j X´jqqq j “ 1, 2, 3, ¨ ¨ ¨ d (6)

With the NN, the distribution of each node is modeled as ppxj |x´j , φjq,

but Ppxq “
d

ś

j“1
ppxj |x´j , φjq is not a distribution.

Also how to force the constraint?

1Lachapelle et.al ICLR 2020
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Suppose there are only two hidden layers, and pW 1
ih,W

2
hk ,W

3
kmq will be a

message passing path from node i to node j . It is zero iff the path is
inactive.

All paths will be:

Cim “
ÿ

h

ÿ

k

|W 1
ih||W

2
hk ||W

3
km| (7)

Cim defines the strength of dependence between mth component of xj and
xi .
In order to let xj be independent of xi :

ÿ

m

Cim “ 0 (8)
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Now the weight adjacency matrix can be defined as :

Aij “

$

&

%

ř

m
C j
im, i ‰ j ,

0, i “ j
(9)

With the adjacency matrix, the constraints is:

hpW q “ trpeW ¨W q ´ d “ 0. (10)
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A Meta-Transfer Objective for Learning to Disentangle
Causal Mechanisms2

For two variables X ,Y , analyzing who is the effect and who is the cause.

PpX ,Y q “ PpX qPpY |X q

PpX ,Y q “ PpY qPpX |Y q

Two distributions are independent.
Transfer learning setting:

source domain pXs ,Ysq

target domain pXt ,Ytq

Suppose the true graph is X Ñ Y , and PpY |X q remains invariant for
these two domains.

2Bengio et.al ICLR 2020
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Observation: if model f in source domain learns X Ñ Y , it can fast
adapted to the target domain.
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Meta learning objective:

R “ ´ logrσpγqLAÑB ` p1´ σpγqqLBÑAs

The inner loop update model parameters, the outer loop learns γ. And
finally, σpγq Ñ 1.

For multiple variables, it is impossible to enumerate all possible causal
structures and compare adaptation speed.
How to parametrize all possible graphs efficiently? For graph structure,
there is a belief distribution controlled by Berpσpγijqq
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Experiments
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Invariant features will be more reliable in transfer learning.[Magliacane
et.al 2018]
Suppose we use variable c to represent the training and test envs.

Which variable will be used to predict x2 in blue environment?
Given the causal graph, which variable should be used?
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separation set

Suppose V is the set of nodes, invariant features X P V are defined as:

C KK Y |X (11)

If such set exist, distribution of Y conditional on A is invariant under
transferring from the source domains to the target domains, i.e.,
PpY |X ,C “ 0q “ PpY |X ,C “ 1q

Suppose l2 loss is used:

Y 1
Apaq “ E pY |A “ a,C “ 1q (12)

Y 0
Apaq “ E pY |A “ a,C “ 0q (13)

Total bias when using Y 0
A to do prediction on C “ 1 can be decomposed

as:

Y 1
V´tC ,Y u ´ Y 0

A “ pY
1
A ´ Y 0

Aq ` pY
1
V´tC ,Y u ´ Y 1

Aq. (14)
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Thus in order to do transfer learning, we should always choose from the
subset of invariant features.
How to identify invariant features:

Statistical testing

IRM and some extension work.
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Statistical Testing

Goal: PpY |X ,C “ 0q “ PpY |X ,C “ 1q
If we know the true causal DAG, then it is easy to identify causal features.
A more challenging setting: DAG and target variable in C “ 1 are both
unknown.
Example: Two context variables C1,C2, and three system variables
X1,X2,X3.If

C2 KK X2|X1rC1 “ 0s, C2X2rC1 “ 0s, C2 KK X3|X2rC1 “ 0s

.
Then, tX1u is a separation set for X2 and C1.
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Invariant risk minimization

How to find invariant features ppy |x , c “ 0q “ ppy |x , c “ 1q.
Assumption: If ppy |x , c “ 0q “ ppy |x , c “ 1q, they should have the same
optimal classifier.
Optimization target:

arg min
Φ,w

ÿ

e

Repw
TΦpX eqq (15)

s.t. w P arg min
ŵ

RepŵTφpX eqq,@e (16)

For simplicity, they use a fixed dummy classifier w

arg min
φ

ÿ

e

Repw
T
0 ΦpX eqq ` λ||∇w0Repw

T
0 ΦpX eqq||22 (17)
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One extension work recently is to bridge robust optimization with IRM.
IRM minimize the sum of all loss, robust optimization proposes to
optimize the worst case only. Thus the loss function becomes:

p1`mβqmax
e

Repθq ´ β
ÿ

e

Repw
T
0 ΦpX eqq (18)

If β Ñ8, it is forcing each environment to have the same loss.
If β Ñ 0, it degenerates to robust optimization.
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