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Introduction

I Introduces a DNN interpretation method called
”Agglomerative Contextual Decomposition(ACD)”

I hierarchical interpretations to explain DNN predictions

I hierarchical clustering of the input features, with a
contribution score for each cluster to the final prediction



ACD Overview

I Hierarchical clustering of features given the prediction from a
DNN

I hierarchy optimized to indetify clusters of features identified
by a DNN that are predictive

I CD+Hierarchical Agglomerative Clustering



Method: Contextual Decomposition for General DNNs

I Generalize CD for general DNNs

I A general DNN f (x) = Softmax(g(x))

f (x) = Softmax(gL(gL−1...(g1(x)))) (1)

I Given a group of features S {xj}j ∈ S , decompose
g(x) = β(x) + γ(x)

I gCD(x) = (β(x), γ(x))

I β(x) is contribution from S, and γ(x) is contribution from rest



Method: Contextual Decomposition for General DNNs

I To get this final value, recompute decomposition for every
layer

I For every layer i , βi (x) + γi (x) = gi (x)

I By compositing all these decompositions

f (x) = Softmax(gCD
L (gCD

L−1...(g
CD
1 (x)))) (2)

I Recomputing these for different types of layers: Conv, Pool,
Relu



Method: Contextual Decomposition for General DNNs
I Conv Layer

βi = Wβi−1 +
|Wβi−1|

|Wβi−1|+ |W γi−1|
· b (3)

γi = W γi−1 +
|W γi−1|

|Wβi−1|+ |W γi−1|
· b (4)

I MaxPool Layer

max idxs = argmax
idxs

[maxpool(βi−1 + γi−1; idxs)] (5)

βi = βi−1[max idxs] (6)

γi = γi−1[max idxs] (7)

I ReLU Layer

βi = ReLU(βi−1) (8)

γi = ReLU(βi−1 + γi−1)− ReLU(βi−1) (9)

I Gives importance scores βi for all feature groups



Method: Agglomerative Contextual Decomposition



Experiments: Diagonosis of Incorrect Predictions

I Incorrect Combination of a positive sentiment vs a negative
semtiment



Results: Dataset Bias

I Orange area very large : both skates and puck to classify as
puck



Quantitative Results: Robust to Adversarial Perturbation

I Compute two ACDs: one for original image and the other for
perturbed image

I Compute ranking of each pixel in each ACD based on when it
was added into the hierarchy

I Compute correlation between adversarial vs original image



Quantitative Results: How much trust in the model:
human study


