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Experiment Summary:

▪ Stanford Sentiment Treebank (SST): Standard NLP benchmark 

which consists of movie reviews ranging from 2 to 52 words long. In 

addition to labels of reviews, it also has labels for each phrase in the 

review.

▪ Word Embeddings: Glove (glove.6B.300d)

▪ Model: Bi-LSTM
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Experiment Summary:

• Epochs: 50

• Training Accuracy:  99.9592

• Training Loss: 0.000024

• Dev Accuracy: 80.2752          → 86.2% or 85.8% mentioned in paper

• Dev Loss: 1.410839
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Experiment Summary:
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Results:

Figure 2: Showing ACD Hierarchical interpretations for a sentence. 
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