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Main goal : — detecting pairwise and high-order feature interactions in

a dataset by re-interpreting weights learned by a MLP.
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U Applications
A Healthcare: Drugi drug interaction (DDI), co-occurrence of a group of symptoms
A Scientific discoveries, hypothesis validation

U Challenges
A p features: Search space size - O(2P) possible interactions

U Contribution of NID (Neural Interaction Detection)
A Non-linear feature interactions.
A Invariant of order
A Efficiency

Introduction (2/2) 4
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Interaction: groups of features that have joint effects (non-additive)
for predicting an outcome. Z C {1,2,...,p},|Z| > 2
Geometric example Simple examples of explicit functions
¥ R f1 (X) = Sin(:vl + X9 + 513’3) + X3T4 + X5
1,230 {34}
=) ; * e :
1 *** -k* *x
HIRE fa(x) = log(x122) = log(x1) + log(x2)
o, | no interaction!
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The influences of the interactions are propagated layer-by-layer to the final
output.
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A In general, the weights in a NN are nonzero— all features are interacting — large
solution space of interactions.
U Assume first layer hidden units are especially good at modeling interactions
U Interaction strength.

Preliminaries (2/3) .
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Strength w; (1)of an interaction,I € [p] at the i-th unit in the first hidden layer
1 1
wi(1) = 2" u(IW3)

1. Interactions created at the first hidden layer.
Summarize feature weights between | =0 and | = 1 through function ¢:

u(IW@-(,?I) — p(.) = min()

2.Influence of hidden units: multiplication of the aggregated weight
1 T _
23 = [wt| T W B |[WED | w @)
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Strength

wi| > |wa| > [ws] > |wyl

Example (1/9)

{xlva}

min(|wil, we[)z1 = [we|z




NID example

P

Interactions

A
AiilliE
. .1 |

UNIVERSITY
J\/IRGINIA

Strength

{xlaxQ}
{33’1,372,5[13}

wi| > |wa| > [ws] > |wyl

Example (2/9)

min(|wil, we[)z1 = [we|z

min(|w1 |, |wa|, |lws|)z1 = |ws|z1
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Interactions | Strength

{x1, 2o} min(|wy], |wal)z1 = |Jwalz
{z1, 22, 23} min(Jw], [wal, [ws])z1 = |ws|z

{21, 29,23, 24} min(Jwi|, Jwal, |wsl, [wa|)z1 = |wa|z

wi| > |wa| > [ws] > |wyl

Example (3/9)
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Interactions | Strength

{1, 22} |walz
{xla L2, ZL’3} "UJS‘Zl

{.581,272, 3, 35.4} "IU4‘21

{331,33‘3} min(le\, |’LU3DZ2 — |w1\z2

ws| > |wi] > Jwa] > |wy]

Example (4/9)
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Interactions | Strength

{33’1,372,5[13} ws
{xla'fZa L3, 584} Wy

{271,333} w1

ws| > |wi] > Jwa] > |wy]

Example (5/9)

{x1, 22} w221

z1 + min(|wi |, [wa|, |ws]) 22
<1

<2
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Interactions | Strength

{33’1,372,5[13} ws
{.581,272,15’3,35’4} Wy
{271,333} wn

ws| > |wi] > Jwa] > |wy]

Example (6/9)

{x1, 22} w221

z1 + min(|wi |, [wa|, |ws]) 22
z1 + min(|wy |, |wal, |ws], [wa]) 2o

<2
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{z1, 22} w221
{33’1,372,5[13} |w3|Zl + ‘wQ‘ZQ
{.581,272,1’3,35’4} |’UJ4|21 -+ ‘w4‘22

{3:1,:(:3} ‘w1|22

Example (7/9)
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@ Interactions | Strength

{1, 22} |walz
{33’1,372,5[13} |w3|Zl + ‘wQ‘ZQ

{.581,272,1’3,35’4} |’UJ4|21 -+ ‘w4‘22

{331a5€3} \’UJ1|22

Example (8/9)
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{z1,29}[1.3421
{x1,29,23}]0.8241

{x1,29, 13, 24}]0-3415 — top-K

{x1,23}]0.2310

Example (9/9)




_NID:Neurallnteraction detection vy
7VIRGINIA

1. Train a Lassecegularized MLP.

Data often contains both

U statistical interactions.
U main effects: univariate influences of variables on an outcome variable.

A Model separately 2 simple network§/ILP, MLR-M)
A Learnjointly with Ltregularization only on the interaction part tancelout the main effect

as much as possible

Interaction detection (1/3)




_NID:Neurallnteraction detection vy
7VIRGINIA

2. Interpret learned weights to obtain a ranking of interaction candidates

A greedy algorithmgenerates a ranking of interaction candidates
A at each hidden unit, it only considers the tognked interactions of every order based on

their interaction strengths (set min(.)).
U drastically reduces the search space of potential interactions (O(hp) tests)

U but still considers all orders

Interaction detection (2/3)
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3. Determine a cutoff for the tofX interactions.

error

cx(@) =0 gi(z:) + S0, gi (1)

/ /S L e o

captures main effects captures the interactions 0 2 4 6 8

Graduallyadd top-ranked interactionsto the GAM, increasing K, until GAM performance or
validation set plateaus.

Interaction detection (3/3)
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X Tasks
A Pairwiseinteraction detection- Syntheticfunctions
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The interaction strengths shown are normally high at the cross-marks!

Experiments (1/4)




Experiments

x Tasks:
A Pairwiseinteraction detection- Real data

California HousingPrices
{1,2}: longitude and latitude!

Experiments (2/4)




