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Executive	Summary

• MaliGAN	is	a	GAN	based	generative	model	for	discrete	
sequences,	trained	using	RL	methods	for	variance	reduction.

• The	optimization	objective	of	the	generative	function	is	
replaced	in	this	work	with	!"($||&') where	&' is	the	
distribution	of	the	generated	data	and	$	is	a	self-normalized	
importance	sampling	(SIS)	estimation	of	the	data	
distribution.	

• To	reduce	the	variance	of	the	gradient	signal	the	authors	mix	
sampling	from	the	true	data	and	the	generated	data	
distributions.
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Basic	Idea	of	GAN



GAN	Formally

• Value	Function:

• Monte-Carlo	Approximation:

• Discriminator	target:

• Generator	target:
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• In	each	training	iteration:
• Sample	m	examples	 8I, 8N, … , 8J from	data	distribution	
& 8

• Sample	m	noise	samples	 BI, BN, … , BJ from	the	prior	
ℎ B

• Obtaining	generated	data	 8QI, 8QN, … , 8QJ ,	8QL = - B
L

• Update	discriminator	parameters	ST to	maximize	
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• UT ← UT + WX*
F UT

• Sample	another	m	noise	samples	 BI, BN, … , BJ from	the	
prior	&YZL[Z B

• Update	generator	parameters	S\ to	minimize
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GAN	for	Discrete	sequences

Adapting	GAN	to	generating	discrete	data	is	challenging:

• How	do	we	calculate	X*F S\ ?	G(z)	is	discontinuous.

• How	can	we	reduce	the	variance	of	X*F S\ for	long	
sequence	generation



Importance	Sampling

12~4[^(8)] = 		` ^(8)a 8 b8

�

�

= 		` ^(8)

a 8

d 8
d(8)b8

�

�

= 		` ^ 8 e 8 d(8)b8

�

�

= 12~: ^ 8 e 8

=

12~: ^ 8 e 8

12~: e 8

e 8 = 	

a 8

d 8

In	case	p	or	q	

are	scaled	

density	

functions e 8 - Importance	
Weights



Importance	sampling	in	MaliGAN
Basic	idea:	optimal	discriminator	/∗ 8 holds:
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Where	aT(8) in	true	data	distribution	and	a.(8) is	generated.

We	can	estimate	aT(8) by d(8)	:
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Why	self	normalization?

If	we	would	use	hi 8 :

• In	the	beginning	of	the	training	/ 8 close	to	0	and	hi 8

will	offer	a	very	poor	gradient	direction	with	very	little	
change.

• For	some	instances	during	the	training	/ 8 will	be	close	to	
1	and	hi 8 will	explode.

• This	ensures	that	the	model	can	always	learn	something	as	
long	as	there	exist	some	generations	better	than	others	
and	controls	the	decreases	the	gradient	variance.



MaliGAN Algorithm



Policy	Gradient
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• Stochastic	policy	gradient:

• In	discrete	GANs	w. is	the	generator	-. that	produces	a	

distribution	over	discrete	objects	(actions)

• h x in	MaliGAN is	
Zé 2
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mixed	MLE-MaliGAN
To	further	decrease	the	variance	that	maybe	accumulated	over	

long	sequences:	

• use	the	training	data	for	N	time	steps	and	switch	to	free	

running	mode	for	the	remaining	T-N	time	steps.

• For	the	first	N	tokens,	that	are	from	the	training	data,	the	
generator	objective	is	MLE and	for	the	rest	is	the	MaliGAN



mixed	MLE-MaliGAN
• for	each	0	≤	N	≤	T:	

• During	the	training	procedure	N	is	decreased	from	T	towards	0





Policy	Gradient

• è5nohsqnuêo	^6hët:



SeqGAN Algorithm
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SeqGAN Algorithm



• Alternative	loss	function	where	h x is	replaced	by	Q q, t

• Che et	al.	use	MCTS

MaliGAN with	MCTS



Experiments
• Discrete	MNIST



• Chinese	poem generation

Experiments

• Sentence-Level	Language	Modeling



Discussion

Main	takeaways:
• Try	to	reduce	the	variance	and	keep	the	bias	unchanged	to	

stabilize	learning.

• Off-policy	gives	us	better	exploration	and	helps	us	use	data	

samples	more	efficiently.

• Experience	replay	(training	data	sampled	from	a	replay	
memory	buffer);

• Batch	normalization;
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