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Problem definition
• This paper defines Stochastic Beam Search (SBM) 
• The main issue in defining an SBM is how to create 

a soft commit to a sampling ‘decision’ made at step 
t.  

• More precisely, what is               in the sequential 
sampling procedure? 

• Assuming that     initially a low probability to be 
sampled         . 

• So the naive use of defining                                will 
mean that sequences with initial low probability will 
actually have much lower probability to be 
repeatedly sampled in the SBM. 
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Executive Summary
• For Stochastic Beam Search (SBM) of width k, at 

each step of the decision sequence, k ‘decisions’ 
are sampled using Gumbel-Top-k trick 

• SBM sequential sampling procedure is unbiased 
and equivalent to sample Top-k sequences from the 
complete ‘decisions’ tree 

• In a translation task SBM obtains more diverse and 
higher quality translations then other inference time 
methods 

• SBM can be used to construct low-variance 
estimators for expected sentence-level BLEU score 
and model entropy
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Gumbel-Top-k Trick
• Sampling from a discrete distribution parametrized by unnormalized 

log-probabilities:                  where 

• The Gumbel(0)=−log(−log(Uniform(0,1))

• The Gumbel-Max Trick:

• Similarly, the Gumbel-Top-k Trick:
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SBM Algorithm

Pure Magic



Unbiased SBM
• At t=1, the Gumbel-Top-k trick works directly and a beam of width k is 

sampled with probability                                            where

• At t=k>1, the following condition needs to hold

• We need to sample a set of Gumble variables                             with the 
following procedure:

φi = log pθ (y
i x)



Unbiased SBM



Experiments
• Diverse Beam Search - The task, in the context of neural machine 

translation, is to obtain a diverse set of translations for a single source 
sentence x.

• BLEU score estimation - The task is to evaluate the expected sentence 
level BLEU score for a translation y given a source sentence x, by 
sampling without replacement different translations

• Conditional Entropy estimation - Similar to the BLEY score estimation 
above



Diverse Beam Search
• Experiments are run against Beam Search (BS), Sampling, Stochastic 

Beam Search(SBS) (sampling without replacement) and Diverse 
BeamSearch with G groups (DBS(G))

• Average n-gram diversity is defined as:



BLEU Score estimation



Conditional Entropy estimation



Discussion
• Stochastic Beam Search is a powerful novel 

technique that offers unbiased sampling of top-K 
candidates without calculating the complete 
‘decisions’ tree 

• This also works as a good sampling technique since 
with a good choice of k, the top-k choices may offer 
a good estimate to the probability mass 

• This approach can also be leveraged as a RL 
technique


