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Executive Summary
• Molecule generation using VAE 
• Single step generation of the adjacency matrix and 

node and edge labels 
• Reconstruction loss of VAE is multi target loss based 

on approximate graph matching solution 
• The encoder is spatial graph method with edge 

conditioned convolutions, taken from another paper 
by the same authors 

• The decoder architecture is a simple MLP with three 
outputs



GraphVAE

• A - adjacency matrix

• E - edge attribute tensor

• F - node attribute tensor



Graph Encoding

Simonovsky & Komodakis, Dynamic Edge-Conditioned Filters in Convolutional Neural Networks on Graphs, 
2017

• F - a filter generating network given edge labels outputs edge 
specific weight matrix



Graph Decoder
• MLP that outputs node probability, edge probability, i.e. the 

adjacency matrix, as well as node and edge label probability

• For a discrete estimation of the graph, nodes                               
are chosen

• Add edges between the chosen nodes if their probability is grater 
then 1/2

• Construct a maximum spanning tree between the chosen nodes 
and augment the chosen edges with the maximum spanning tree 
edges



Loss function

• Approximate graph matching can be used to obtain a binary 
assignment matrix                    where             only if node           is 
assigned to         and             otherwise.

• Assuming we know X we can define                   ,                 , 



Loss function
• The matching algorithm solves the quadratic maximization 

problem:

• The affinity matrix is defined:

• Max Pooling algorithm for graph matching:



Experiment results - QM9



Experiment results - Zync

0

25

50

75

100

GVAE GraphVAE SD-VAE DeepGMG Ours (w/o Ours

100
93.589.2

43.5

13.5
7.2

checking)



Discussion
• Using a matching algorithm to overcome the 

limitation imposed by lack of natural order is an 
interesting approach 

• sequence generation approaches outperform single 
step generation for complex correlated data 
structures 

• Single step generation is not scalable 
• The work is not accompanied with code so it is hard 

to fill in the gaps about the actual algorithm that was 
used 


