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1 Research Question

Research question: Discrete generation on text with GAN.
Difficulties:

• Hard to define a differential loss function on the generated discrete text
sequence.

2 Method Overview

• Overview:

– Use importance sampling to produce a differential continuous loss on
the generator

– In addition to the previous technique, use multiple tricks, including
Monte Carlo Tree Search, to further improve the performance.

3 Policy gradient

• Setting: RNN generator that can produce text sequencesXt = {xt1, xt2..xtm}.
Let G(zt; θ) = P(X = Xt : {xt1, xt2..xtm}) represents the generator.

• Problem: xi after softmax is a single index, can’t back-propagate to the
RNN model.

• Reinforcement Learning:

– Use RL to train the RNN model.

– Treat the prediction from discriminator D as the reward r.

– Use r to update the parameter θ in G

• Policy Gradient
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– Suppose in total t trails, each time a sample Xt is generated, and D
gives reward r(xt), we have:

∇LG(θ) = ∇θEt[r(Xt)]

= ∇θ
∑
t

P(X = Xt)r(Xt)

=
∑
t

∇θP(X = Xt)r(Xt)

=
∑
t

P(X = Xt)∇θ logP(X = Xt)r(Xt)

= Et[∇θ logP(X = Xt)r(Xt)]

= Et[∇θ logG(zt; θ)r(Xt)]

(1)

– Following equation 1, the gradient on the model parameter can be
estimated using the reward over samples.

– In real practise to reduce variance, people use
∑
t(

rt∑
t rt
− b) instead

of using
∑
t rt directly, where b is a scalar ”baseline”. In the paper,

they varies b from 0 to 1.

– Similar technique is also used in SeqGAN[1] and many other discrete
generation papers.

4 Importance Sampling

• Importance sampling: Estimating properties of a particular distribution,
while only having samples generated from a different distribution than the
distribution of interest.

• In GAN, suppose pd(X) is the distribution of real data. pθ(X) is the
distribution of generator. The optimal D will have the property D(X) =
pd

pd+pθ
.

• Therefore, pd = D(X)
1−D(X)pθ.

• Let rD(X) = D(X)
1−D(X) . Keep an older copy of pθ as p′ whose parameter is

θ′ . Then define q(X) = rD(X)
Z(θ′) p

′(X), q(X) is a ”fixed” distribution that

approximates the data distribution disregard the moving of pθ(X). Z(θ′)
is a normalization term.
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• Define the loss

LG(θ) = KL(q(X)||pθ(X))

= Eq(X)[log pθ(X)]−H(q(X))

= Ep′(X)[
qθ(X)

p′(X)
log pθ(X)]−H(q(X))

≈ 1

Z(θ′)
Epθ(X)[rD(X) log pθ(X)]−H(q(X))

(2)

H(q(X)) and Z(θ′) are not relevant with pθ.

• The loss used in iteration becomes Epθ(X)[rD(X) log pθ(X)]

• Exactly the same form with policy gradient, if reward r = D(X)
1−D(X)

5 Algorithm of MaliGAN-Basic

6 Tricks

6.1 Monte Carlo Tree Search

• Use a cumulative loss to estimate the total loss

Epθ (rD(X)∇p(X)) = Epθ (

L∑
t=1

Q(at, st)∇pθ(at|st))
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• I have doubt with this part in the paper. I believe simple Monte Carlo
method is enough for the estimation. Applying MCTS will falsely give a
biased estimation over the reward.

6.2 Mixed MLE training

• Variance of training is too large.

• Fix the input to use the training data for N time steps, only let the model
generating the remaining T −N time steps. N gradually reduce, from T
to 0.

6.3 Single Real-data based re-normalization

• Two layer estimation to reduce variance.

• In each mini-batch, this paper first draws a mini-batch of samples (e.g.
32) of high-level latent variables, then for each high level value draws a
number of low-level data samples.
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7 Algorithm of MaliGAN with tricks

8 Evaluation:

8.1 Dataset

Discrete MNIST, Poem Generation Dataset and Penn Treebank (PTB) Dataset.

• Discrete MNIST: Treat MNIST as a discrete task.

• Poem Generation Dataset: Generate Chinese poems, Poem-5 and Poem-7.

• Penn Treebank (PTB) Dataset:
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8.2 Models in comparison

• MLE

• SeqGAN[1]

• MaliGAN-Basic

• MaliGAN-Full

8.3 Result

1. Result of Poetry generation dataset.

2. Basic version of MaliGAN doesn’t show much improvement on MLE.

3. According to paper, MCTS works very slow, limits the capacity on large
dataset.

4. Result of Penn Treebank Dataset.
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