
GraphRNN: Generating Realistic Graphs with Deep
Auto-regressive Models

Jiaxuan You∗1 Rex Ying∗1 Xiang Ren2 William L. Hamilton1 Jure
Leskovec1

1: Stanford University, 2: University of Southern California, LA
ICML 2018

Presenter: Arshdeep Sekhon
https://qdata.github.io/deep2Read

GraphRNN: Generating Realistic Graphs with Deep Auto-regressive ModelsPresenter: Arshdeep Sekhon https://qdata.github.io/deep2Read 1 / 20

https://qdata.github.io/deep2Read
https://qdata.github.io/deep2Read


Motivation

Most previous generative models use a priori structural assumptions:
degree distribution, community structure, etc.

But we want to learn directly from observed set of graphs.

Deep generative models that learn from data: VAE, GAN,etc.
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Challenges for Graph Generation

Large Output Space: For an n nodes graph specify n2 values for
output structure

Large Variable Space: variable n nodes and e edges

Non-unique representations: Same graph→ n! adjacency matrices
→ n! node orderings

Optimize objective ? Reconstruction error?

Complex Dependencies: edges not independent
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GraphRNN: Method Overview

Task: learn pmodel(G ) based on observed training set of graphs
{G1, . . . ,Gs} from true p(G )

each graph Gi has variable nodes and edges

Method: Autoregressive generation – a sequence of additions of new
nodes and edges

trained using stochastic gradient descent with a maximum likelihood
loss
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Step 1: Model Graphs as Sequences

define a mapping fS from graphs to sequences
for a graph G ∼ p(G ) with n nodes under node ordering π

Sπ = fS(G , π) = (Sπ1 , ...,S
π
n ), (1)

Sπi = (Aπ1,i , ...,A
π
i−1,i )

T , ∀i ∈ {2, ..., n}. (2)
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Graphs as Sequences

Instead of learning p(G ): learn p(Sπ)

p(G ) =
∑
Sπ

p(G |Sπ) (3)

p(G ) =
∑
Sπ

p(Sπ) 1[fG (Sπ) = G ], (4)

sequential nature of Sπ: Sample from p(Sπ), can be modeled
autoregressively

p(Sπ) =
n+1∏
i=1

p(Sπi |Sπ1 , ...,Sπi−1) (5)
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Step 2: Generation Framework (Graph Level RNN)

p(Sπi |Sπ<i ): capture how current node connected to previous nodes
based on how the previous nodes are connected to each other

p(Sπi |Sπ<i ):using NNs to paramterize

hi = ftrans(hi−1,S
π
i−1), (6)

θi = fout(hi ), (7)

θi specifies the distribution of next node’s adjacency vector
(Sπi ∼ Pθi ).

Pθi can be an arbitrary distribution over binary vectors.
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GraphRNN

GraphRNN: Generating Realistic Graphs with Deep Auto-regressive ModelsPresenter: Arshdeep Sekhon https://qdata.github.io/deep2Read 8 / 20

https://qdata.github.io/deep2Read


Step 3: Edge Level RNN

To fully capture complex edge dependencies,decompose p(Sπi |Sπ<i ):

p(Sπi |Sπ<i ) =
i−1∏
j=1

p(Sπi ,j |Sπi ,<j , S
π
<i ), (8)

each distribution in the product is approximated by an RNN
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Step 3: Edge Level RNN

A Hierarchical RNN:

Graph Level RNN: where the first RNN maintains the state of the
graph

Edge Level RNN: second RNN generates the edges of a given node.
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Tractability: Breadth First Search

any possible node permutation → generate graphs using
breadth-first-search (BFS) node orderings

Change
Sπ = fS(G , π) = (Sπ1 , ...,S

π
n ), (9)

To

Sπ = fS(G ,BFS(G , π)), (10)
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Tractability: Breadth First Search

Advantages:

only need to train on all possible BFS orderings

makes learning easier by reducing the number of edge predictions we
need to make in the edgelevel RNN
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Evaluation of Generated Graphs

requires a comparison between two sets of graphs

based on MMD score

MMD2(p||q) = Ex ,y∼p[k(x , y)] + Ex ,y∼q[k(x , y)]

− 2Ex∼p,y∼q[k(x , y)].
(11)

graph distance hard to calculate: use graph statistics for distance
measuring

Use Wasserstein distance as distance metric calculator:

W (p, q) = inf
γ∈Π(p,q)

E(x ,y)∼γ [||x − y ||], (12)

Proposition: The kernel function defined by kW (p, q) = exp W (p,q)
2σ2

induces a unique RKHS.
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Datasets

Community 500 two-community graphs with 60 ≤ |V | ≤ 160. Each

community is generated by the (E-R) Model with n = |V |/2 nodes and

p = 0.3. We then add 0.05|V | inter-community edges with uniform

probability.

Grid 100 standard 2D grid graphs with 100 ≤ |V | ≤ 400.

B-A 500 graphs with 100 ≤ |V | ≤ 200 that are generated using the BA

model.

Protein 918 protein graphs with 100 ≤ |V | ≤ 500. Each protein is

represented by a graph, where nodes are amino acids and two nodes are

connected if they are less than 6 Angstroms apart.

Ego 757 3-hop ego networks extracted from the Citeseer network with

50 ≤ |V | ≤ 399
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Quantitative Results: Evaluation with graph statistics

Figure: . Comparison of GraphRNN to traditional graph generative models using
MMD.
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Quantitative Results: Graph Statistics
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Quantitative Results: Robustness

GraphRNN: Generating Realistic Graphs with Deep Auto-regressive ModelsPresenter: Arshdeep Sekhon https://qdata.github.io/deep2Read 18 / 20

https://qdata.github.io/deep2Read


Graph Visualization

Figure: Visualization of graphs from grid dataset (Left group), community dataset
(Middle group) and Ego dataset (Right group).
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Conclusion

Autoregressive way to generate graph sequences

can generate variable sized graphs

generates the adjacency matrix of a graph by generating the
adjacency vector of each node step by step
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