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Introduction

Deep neural networks are expensive in space and time

Training
Inference
Weight storage

Not good for embedded systems and mobile devices

How can we make them more efficient?
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Ideas

Train neural network then compress

Train and compress network simultaneously

Tensor decomposition
Parameter quantization
Binarization
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Binarization

Store only one bit for each weight value

Significantly reduces storage

Eliminates most multiplications in forward pass
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Prior Work

BinaryConnect - Transform each weight to ±1 with the sign function

Binarize(w t
l ) = sign(w t

l )

Binary Weight Network - also learn scaling parameter

Binarize(w t
l ) = αt

l b
t
l

αt
l =
‖w t

l ‖1
nl

, btl = sign(w t
l )
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Prior Work

Use binarized weights for forward and backward pass

Use full-precision weights in update, then re-binarize

Problem: This doesn’t consider effect of binarization on loss
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Proximal Newton Algorithm

Proximal Newton algorithm: composite optimization problems where
g may not be smooth

min
x

f (x) + g(x)

Use second-order information: approximate Hessian H of f

xt+1 = argminx∇f (xt)
T (x − xt) + (x − xt)

TH(x − xt) + g(x)
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Loss-Aware Binarization

Minimize `(ŵ) given constraints

ŵl = αlbl , αl > 0, bl ∈ {±1}nl

Define IC (ŵ) as indicator function, 1 if constraints hold and ∞
otherwise.

min `(ŵ) + IC (ŵ)

Use proximal Newton method:

min
ŵ t
∇`(ŵ t−1)T (ŵ t − ŵ t−1) + (ŵ t − ŵ t−1)TDt−1(ŵ t − ŵ t−1)

given the constraints, where D is an approximate diagonal Hessian
matrix.
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Solution

Let dt−1
l = diag(Dt−1

l )

w t
l = ŵ t−1

l −∇l`(ŵ
t−1)/dt−1

l

αt
l =
‖dt−1

l ◦ w t
l ‖1

‖dt−1
l ‖1

, btl = sign(w t
l )

Each iteration: gradient descent with adaptive learning rate 1/dt−1
l

Project to binary
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Algorithm
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Algorithm
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Further Optimization

An additional optimization can be obtained by binarizing the
activation function

This reduces additions and multiplications to XNOR bitwise
operations
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Results
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Results
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Results
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Conclusion

This method has similar performance to the full-precision networks for
many tasks

Enables efficient storage and evaluation of deep neural networks

However it is only slightly better in some cases than BWN

Binarizing activations reduces performance
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