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Take home message of the video

Mathematical Model + Predictions = Theory

Theory can help practice, empirical work, inspires theory work

RL 6= Supervised Learning

Batch learning
When you have a simulator: fitted value iteration
Online: Bandit

VC dimension
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RP (complexity)

In computational complexity theory, randomized polynomial time (RP) is
the complexity class of problems for which a probabilistic Turing machine
exists with these properties:

It always runs in polynomial time in the input size

If the correct answer is NO, it always returns NO

If the correct answer is YES, then it returns YES with probability at
least 1/2 (otherwise, it returns NO).

P is a subset of RP, which is a subset of NP
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Batch Rineforcement Learning

differing from the RL, in the batch learning problem the agent itself is
not allowed to interact with the system during learning.

Instead of observing a state s, trying an action a and adapting its
policy according to the subsequent following state s ′ and reward r ,
the learner only receives a set F = {(st , at , rt+1, st+1)|t = 1, ..., p} of
p transitions (s, a, r , s ′) sampled from the environment.

In the most general case of this batch reinforcement learning problem
the learner cannot make any assumptions on the sampling procedure
of the transitions. They may be sampled by an arbitraryeven purely
randompolicy; they not even be sampled along connected trajectories.
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Batch Reinforcement Learning

During this application phase the policy is fixed and not further
improved as new observations come in.

Since the learner itself is not allowed to interact with the
environment, and the given set of transitions is usually finite, the
learner cannot be expected to always come up with an optimal policy.

The objective has therefore been changed from learning an optimal
policyas in the general reinforcement learning caseto deriving the best
possible policy from the given data.
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Obviously, the distribution of transitions in the provided batch must
resemble the true transition probabilities of the system in order to
allow the derivation of good policies.

The easiest way to achieve this is to sample the training examples
from the system itself, by simply interacting with it.

But when sampling from the real system, another aspect becomes
important: the covering of the state space by the transitions used for
learning.

If important regions, e.g. states close to the goal stateare not covered
by any samples, then it is obviously not possible to learn a good
policy from the data, since important information is missing.
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Fitted Value Iteration
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Fitted Value Iteration

The value function represent how good is a state for an agent to be in.

Value Iteration works well if the number of states is small. The reason
for this is that we have to be able to represent our approximation V̂
as a single n × 1 vector, where n is the number of states. However,
the number of states is large or infinite, making this infeasible or
impossible.
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Fitted Value Iteration

In this case, we need a different way of representing our approximation V̂ ,
which meets the following requirements:

The approximation should be able to be computed given a small
subset of the total number of states.

The approximation should be easily extended to new states which
were not part of the training set.

For many applications, we need this extension to be quickly
computable.

Csaba Szepesvri Theory of Reinforcement Learning
Reinforcement Learning Summer School 2017 Presenter: Chao Jiang 19

/ 29



Fitted Value Iteration

One approach to this is to use a linear approximation, in which V̂ (s) is set
equal to a weighted sum of features.
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VC dimension

In VapnikChervonenkis theory, the VC dimension is a measure of the
capacity (complexity, expressive power, richness, or flexibility) of a
space of functions that can be learned by a statistical classification
algorithm.

Given a classifier X , if X can classify a pattern with n numbers of
points in space with all possible labels(2n , for (+ and -) two label)
then n is VC dimension of X.
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Are larger VC dimensions good?

So we would want a function family with a high VC dimension, right?

What we eventually want is that our model predicts well. This
eventual performance is denoted by a quantity called Risk, and it is
bounded thus:

Risk = EmpiricalRisk + f (h)

The Empirical Risk is the classification error you obtain on our
training set. The second term f(h), is a function that increases with
the VC dimension.
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