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Introduction

GANs do not perform well in the reconstruction of real images with
‘objects’. Following are some examples from CIFAR dataset:

Goal: To alter the training criteria to obtain ‘objectness’ in the synthesis
of images.
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Generative Adversarial Networks

Adversarial game between generator G and discriminator D:

arg min
G

arg max
D

Ex∼D logD(x) + Ez∼p(z) log(1− D(G (z))) (1)

Minimizing the above with respect to G is difficult and hence the
following criterion is used in practice:

arg max
G

Ez∼p(z) logD(G (z)) (2)
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GAN Algorithm
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Challenges and Limitations of GANs

Maximizing the original GAN equation with respect to D is infeasible
to perform exactly. Thus G minimizes lower bound of correct
objective function

arg min
G

arg max
D

Ex∼D logD(x) + Ez∼p(z) log(1− D(G (z)))
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Challenges and Limitations of GANs

G collapses to generate near duplicate images in independent draws
and with lower diversity of samples than what is observed in the real
dataset

David Warde-Farley, Yoshua Bengio (University of Montreal)Improving Generative Adversarial Networks with Denoising Feature Matching
ICLR,2017 Presenter: Bargav Jayaraman 9

/ 17



Challenges and Limitations of GANs

GANs lack a closed form of likelihood, and hence it is difficult to
quantitatively evaluate the performance

Inception score is a metric provided by Salimans et al. which uses
Inception CNN to compute:

I ({x}N1 ) = exp(E[DKL(p(y |x)||p(y))])

To get high inception score:

p(y |x) should have low entropy for image with meaningful objects∫
p(y |x = G (z))dz should have high entropy to identify a wide variety

of classes
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Related Work

1 Salimans et al. proposed feature matching as an alternative training
criterion for GAN generators

arg min
θG
‖Ex∼D[φ(x)]− Ez∼p(z)[φ(G (z))]‖2

where φ is the high level feature mapping of discriminator. The
authors use semi-supervised training.

2 Enegry-based GANs by Zhao et al. replace discriminator with
auto-encoder and reconstructs the training data. Assigns low energy
to real data and high energy to samples from G

3 Sonderby et al. train a denoising AE to get the difference between
synthesized real image and output of denoising AE and pass it as a
signal to train super-resolution network.
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Improving GAN Training

Denoising feature matching is proposed as an added criterion for
training G .

Denoising AE r() is trained on data from distribution q(h), and

estimates via r(h)− h the gradient of true log-density ∂ log q(h)
∂h

Train denoising AE on h = φ(x), with x ∼ D, then r(φ(x ′)− φ(x ′))
with x ′ = G (z) will give the change to make h = φ(x ′)

Augmented training criterion for G :

arg min
θG

Ez∼p(z)[λdenoise‖φ(G (z))− r(φ(G (z)))‖2 − λadv log(D(G (z))]

(3)
r() is trained as (C is the corruption function):

argm inθrEx∼D‖φ(x)− r(C (φ(x)))‖2
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Experimental Setting

Learning synthesis models from three datasets of increasing divesity
and size: CIFAR-10, STL-10 and ImageNet

Isotropic Gaussian corruption noise with σ = 1

Batch normalization of discriminator, generator and all layers of
denoising AE except the output layer

Optimizing with Adam with learning rate of 10−4 and β1 = 0.5,
λdenoise = 0.03/nh and λadv = 1
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CIFAR-10
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STL-10
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ImageNet
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Conclusion

1 Augmented objective criterion for training generator to synthesize
distribution similar to real data distribution

2 Unsupervised training with mapping of higher dimension features of
discriminator

3 Experimental evaluation on different datasets to show the
effectiveness compared to existing approaches on recovering ‘objects’
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