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Motivation

Choose neural network architecture is hard: Need expert knowledge
and ample time

Motivation of this paper: Automatically design neural network
architecture.
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Related Work

Hyperparameter optimization: Limited in a fixed-length space.

Neuro-evolution algorithms: Flexible but not applicable in large scale.

Other related topics:

Program synthesis
End-to-end sequence to sequence learning
Neural Turing Machine
Learning to learn, meta-learning
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Method overview

Based on the observation that the structure and connectivity of a
neural network can be specified as a variable-length string.

A controller generate the hyperparameters.
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Controller

The controller works like this: A RNN generator.
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Optimize the controller

Parameters of the controller: θ. How should θ be optimized?

Use the accuracy of the sampled, trained network.

Reinforcement learning: Treat the accuracy as the reward R

Suppose each time the controller generates T hyperparameters a1..aT
(actions in this setting), we optimize the expectation of Reward:

J(θ) = EP(a1..aT ;θ)[R(a1..aT )]
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REINFORCE algorithm

Problem: R is non-differentiable. How can we get ∇θJ(θ)?

Use policy gradient methods. REINFORCE algorithm is one of them.

We know that

∇θJ(θ) =
∑
A

∇θP(A; θ)R(A)

=
∑
A

P(A; θ)∇θ logP(A; θ)R(A)

= EP(A;θ)[∇θ logP(A)R(A)]

This is called the REINFORCE trick

And the expectation can be approximate by sampling.
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Optimize the controller network

Equation is:

∇θJ(θ) =
T∑
t=1

E [∇θ logP(at |a1..at−1; θ)R]

≈ 1

m

m∑
k=1

T∑
t=1

∇θ logP(at |a1..at−1; θ)Rk

Each time the controller generate a batch of m group of
hyperparameters.
m networks are trained to get the accuracy(reward).
θ is then updated by the gradient.
In real practice, the equation is actually

≈ 1

m

m∑
k=1

T∑
t=1

∇θ logP(at |a1..at−1; θ)(Rk − b)

to reduce bias. In their experiment, b is set to be the exponential
moving average of the previous architecture accuracies.
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Distributed training to accelerate

Training a child network take hours

Train distributedly to accelerate

Multiple controller run multiple child models.
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Skip connections

Skip connections exist in Googlenet and ResNet, which are crucial.

Add an anchor node to handle such skip connections

P(Layer j is an input to layer i) = sigmoid(vT tanh(Wprevhj+Wcurrhi ))
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Recurrent layers

Model recurrent structure as linking the inputs: xt and ht−1

Controller RNN produce combination methods (addition, elementwise
multiplication, etc.) and activation functions (tanh, sigmoid, etc.) to
merge inputs and produce one output.
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Experiment design

Data:

CIFAR-10

Penn Treebank

The child network are tested using a validation dataset. Reported
performance on the test set is computed only once.
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CIFAR10

CNN for CIFAR10 task.
Details:

Conv layers with Relu: filter height and width in [1, 3, 5, 7] and a
number of filters in [24, 36, 48, 64].

For strides, test both 1 and [1, 2, 3].

Also batch normalization and skip connections between layers

For the controller:

Two-layer LSTM with 35 hidden units on each layer.

Optimized with the ADAM with a learning rate of 0.0006.

Initialization: Between -0.08 and 0.08.

Number of parameter server shards S= 20, Number of controller
replicas K=100 and the number of child replicas m=8, which means
there are 800 networks being trained on 800 GPUs concurrently at
any time.
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CIFAR10 result
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CIFAR10
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Penn Treebank

Task: Build a good language model
Details:

For each node in the tree, select a combination method in [add, elem
mult] and an activation method in [identity, tanh, sigmoid, relu].

The number of input pairs to the RNN cell=8

Use perplexity(e−
1
N

∑
i ln p(xi )) instead of accuracy in this case

Controller:

Similar to the CIFAR-10 experiments

learning rate for the controller RNN is 0.0005

Distributed setting: S=20, K=400 and m to 1, which means there are
400 networks being trained on 400 CPUs

Try to combine with the method of sharing Input and Output embeddings
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Penn treebank result
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Penn Treebank

Barret Zoph , Quoc V. Le (Google Brain) Neural Architecture Search for Reinforcement LearningICLR 2017/ Presenter: Ji Gao 19 / 19


	Motivation
	Method
	Overview
	More complicated model structure

	Experiment

