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Machine Comprehension

1 Machine comprehension: answering a query about a given context
paragraph

2 requires modeling complex interactions between the context and the
query.

3 Attention Mechanisms very successful in QA and Machine
Comprehension
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Related Work

Related Work:

A Summarize the Context into a fixed vector

B Dynamic attention weights: attention weights are a function of the
attention weights at the previous timestep

C Unidirectional: The attention weights are over the context
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Overview of the Model

A hierarchical multistage model:
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Character and Word Embedding Layer

Notations:
Context Paragraph:{x1, . . . , xT}
Query:{q1, . . . ,qJ}

1 Character level: CNN

2 Use GloVe to get word embeddings for each word in the context as
well as the query

3 Concatenate the two representations for word and character-level
word representations

4 Pass to a highway network
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Contextual Embedding Layer

1 Output of these word
representation layers:
X ∈ Rd×T for
paragraph Q ∈ Rd×J

for query

2 X and Q are input to a
bidirectional LSTM
network with hidden
size d

3 Final representation for
context:H ∈ R2d×T

4 Final representation for
query: U ∈ R2d×J
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Attention Modeling: Attention Flow Layer

1 Fuse information
between query and
context

2 Previous Layer Query
U

3 Context Representation
H

4 Objective: Model
Interactions between
Query and Context

5 Bidirectional
Attention:

1 Context to Query
2 Query to Context
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Context to Query

1 Need a Similarity Matrix S
2 S tj = α(H :t ,U :j) ∈ R
3 S ∈ RT×J

4 α is a trainable function that measures similarity

5 In this paper, α = wT
s [h,u,h ◦ u]

6 h ◦ u is element wise multiplication
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Context to Query

1 Reweigh Query words for each context
word

2 Which query word is important for a
particular context word?

3 Easy to do using S
4 for a context word ct : Softmax(S t:)

5 Ũ :t =
∑

j atjU :t

6 Ũ : Attended Query for all context
vectors
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Query to Context

1 which context words have the closest
similarity to one of the query words?

2 H̃ :t is output of Contextual
Embedding

3 Choose the one with the highest value
of S tj for a particular t

4 b = Softmax(maxcol(S)) ∈ RT

5 h̃ =
∑

t btH :t ∈ R2d

6 Replicate h̃ for T
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Attention Layer

1 Combine the generated:
1 H :t : Context Representation
2 Ũ :t : Context to Query [reweighted query for each context]
3 H̃ :t Query to Context

2 G :t = β(H :t , Ũ :t , H̃ :t)

3 β could be an MLP or any other trainable function

4 In this paper; [h; ũ; h ◦ ũ; h ◦ h̃] ∈ R8d×T
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Modeling Layer

1 input is G ∈ R8d×T

2 Modeling Layer is a
bidirectional LSTM

3 Output M ∈ R2d×T

4 Similar to the
Contextual Embedding
Layer, but now query
Aware

5 M is expected to
contain contextual
information about the
word with respect to
the entire context
paragraph and the
query
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Output Layer

Task is QA: Find the subphrase
to answer the question

Need a start and end pointer

Start Pointer

p1 = softmax(wT
p1 [G ; M])

(1)

End Pointer

p2 = softmax(wT
p2 [G ; M2])

(2)
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Loss Function

1 Training Loss: sum of the negative log probabilities of the true start
and end indices by the predicted distributions

L(θ) =
1

N

N∑
i=1

log(p1
yi

) + log(p2
yi

) (3)
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The Model

Figure: *

The Model
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Results on QA

Figure: *
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Visualization of embedding space

Figure: *

t-SNE: dimension reduction technique that visualizes high-dimensional
data by giving each datapoint a location in a two or three-dimensional map
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Attention Maps

Figure: *
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Key points of the model

1 Bidirectional Attention Flow: C2Q and Q2C

2 Multistage hierarchical process

3 No early summary
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