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Motivation

Use attention to transfer knowledge from one network to another.

Teacher networks: deep networks, Student networks: shallow, wide
networks (easier to parallelize).

Basic idea: Can a teacher network improve the performance of a
student network...

By providing to it information about where the teacher is looking?
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Attention Based Models (RNN)

Bahdanau et al. (2014)
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Attention Based Models (CNN)

Simonyan et al. (2014)

Sergey Zagoruyko, Nikos Komodakis (Universite Paris-Est)Paying More Attention to Attention: Improving the Performance of CNNs via Attention Transfer
ICLR, 2017 Presenter: Ritambhara Singh 7

/ 21



Outline

1 Introduction
Motivation
Background
State-of-the-art

2 Proposed Approach
Attention Transfer

3 Evaluation
CIFAR Experiments
Imagenet Experiments

Sergey Zagoruyko, Nikos Komodakis (Universite Paris-Est)Paying More Attention to Attention: Improving the Performance of CNNs via Attention Transfer
ICLR, 2017 Presenter: Ritambhara Singh 8

/ 21



Knowledge Transfer

Knowledge Distillation: Training a student network by relying on
knowledge borrowed from a powerful teacher network.

Hinton et al. (2015)
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Activation-Based

F : RC×H×W → RH×W (1)
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Activation-Based: Attention Map

Sum of absolute values: Fsum(A) =
∑C

i=1 |Ai |
Sum of absolute values raised to the power p (where p > 1):
F p
sum(A) =

∑C
i=1 |Ai |p

Max of absolute values raised to the power p (where p > 1):
F p
max(A) = maxi=1,C |Ai |p
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Activation-Based: ResNet architectures

Same depth: attention transfer after every residual block

Different depth: attention transfer after groups of residual blocks
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Activation-Based: Attention Loss
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Gradient Based

Attention is defined as gradient w.r.t input (Saliency map in
Simonyan et al. (2014))

Minimize the distance between gradient attention maps of student
and teacher

WT and x are give, need to get derivative w.r.t WS

Enforce horizontal flip invariance
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Activation Based
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Gradient Based
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Transfer learning
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Summary

Present different ways to transfer attention from one network to
another.

Demonstrate better performance for image recognition datasets.

Future Direction

Understand how attention transfer works in cases where spatial
information is important e.g. object detection

Sergey Zagoruyko, Nikos Komodakis (Universite Paris-Est)Paying More Attention to Attention: Improving the Performance of CNNs via Attention Transfer
ICLR, 2017 Presenter: Ritambhara Singh 21

/ 21


	Introduction
	Motivation
	Background
	State-of-the-art

	Proposed Approach
	Attention Transfer

	Evaluation
	CIFAR Experiments
	Imagenet Experiments


