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Transfer Learning1

Definition (Transfer Learning)

Given a source domain DS and learning task TS , a target domain DT and
learning task TT , transfer learning aims to help improve the learning of
the target predictive function fT p¨q in DT using the knowledge in DS and
TS , where DS ‰ DT , or TS ‰ TT .

1A Survey on Transfer Learning, Pan and Yang, IEEE TKDE, 2009
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Category of transfer learning

Determined by the availability of labels, the relationship between DS and
DT , TS and TT , transfer learning can be categorized as follows:
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Domain Adaptation2

Setting:

A set of labeled data txs , ysu
m
s“1 from the source domain DS ,

A set of unlabeled data txtu
n
t“1 from the target domain DT ,

The source domain and the target domain share the same task, i.e.
TS “ TT .

Why we need the DA?
Deep model trained on one dataset may have infinite error bound on
another similar dataset.

Based on the results of [Yosinski, et.al, NeurIPS2014]:

In shallow convolutional layers can learn generic features that tend to
be transferable in shallow layers.
In middle layers, features are slightly domain-biased, and the
transferability drops.
In deep layers, features are more task or domain specific and are not
safely transferable to novel tasks.

2Deep Visual Domain Adaptation: A Survey, Wang and Deng, NeuralComputing
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Domain Adaptation

Methods:

Discrepancy based

Adversarial based

Reconstruction based

Main idea:
Learn features that are both predictive and invariant across different
domains.
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Discrepancy based3

In the paper, maximum mean discrepancy(MMD) is used to measure the
discrepancy of two distributions.
MMD:

MMDpPx ,Py q “ ||
1

|xi |

ÿ

xiPPx

φpxi q ´
1

|xj |

ÿ

xjPPy

φpxjq||

Motivation

Using the MMD as a regularization to find the invariant features which are
also predictive.

3Deep Domain Confusion: Maximizing for Domain Invariance, Tzeng et.al, arxiv 2014
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Where to insert the MMD regularization?
Starting from a pretrained model (such as AlexNet trained on ImageNet),
find the layer has the smallest MMD on DS ,Dt . Insert the regularization
there.

Loss function:
L “ LcpXs ,Ysq ` λMMD2pXs ,Xtq
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Adversarial based method4

Main idea: Adding a classifier to distinguish data from two domains.

Three modules:
Feature extractor: Gf p¨, θf q, label predictor: Gy p¨, θy q and domain
classifier: Gdp¨, θdq.

For label predictor, the inputs are the features and labels from source
domain, the goal is to correctly predict the labels.

For domain classifier, the inputs are features from both source domain
and target domain, the goal is to correctly distinguish two sets.

For feature extractor, the goal is to 1) generate predictive features for
source domain. 2) fool the domain classifier.

4Unsupervised Domain Adaptation by Backpropagation, Ganin and Lempitsky,
ICML2015
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Energy function:

E pθf , θy , θdq “ Ly pGy pGf pxs , θf q; θy q, ysq ´ λLdpGdpGf px ; θf q; θdq, ydq

Based on the idea, energy function is optimized to seek the saddle point:

pθ̂f , θ̂y q “ arg min
θf ,θy

E pθf , θy , θ̂dq

θ̂d “ arg max
d

E pθ̂f , θ̂y , θdq
(1)
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If gradient descent based optimizer is used:

θf Ð θf ´ µp
BLy

Bθf
´ λ

BLd

Bθf
q

θy Ð θy ´ µ
BLy

θy

θd Ð θd ´ µ
BLd

θd

(2)

To avoid training different module alternatively, a new layer called
gradient reversal layer(GRL) is defined as:

GRL.forwardpxq “ x ,GRL.backwardp
dl

dx
q “

dl

dx
p´λI q

The new loss function is:

E pθf , θy , θdq “ Ly pGy pGf pxs , θf q; θy q, ysq`λLdpGdpGRLpGf px ; θf qq; θdq, ydq

Now, all parameters can be jointly trained with gradient descent.
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Experiment results
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Reconstruction based method5

Motivation

Shared representations are vulnerable to contamination by noise that
is correlated with the underlying shared distribution

There should be a subspace for each domain contains domain specific
noise, and a common subspace contains shared features.

The features in private subspace should be independent of features in
common space.

5Domain Separation Networks, Bousmalis, et.al, NeurIPS2016
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Several modules:

Shared encoder Ecp¨, θcq as common feature extractor

Private encoder E s
p p¨, θptq as private feature extractor for DS ,

Private encoder E t
pp¨,ps q as private feature extractor for DT ,

Shared decoder DcpEcpxq ` Eppxq, θdq as a decoder.

Task-related module, such as classifier G p¨, θg q.
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Loss functions:

for Lclass , general cross entropy is used

for lrecon, general L2 loss is used

for ldifference , it measures the difference of common features and
private features, to force the independence,

Ldiff “ ||pH
s
c q

THs
p||

2
F ` ||pH

t
cq

THt
p||

2
F

for lsimilarity , it can be set as a domain classifier with gradient reverse
layer or a MMD module. For domain classifier, the loss is defined as:

L “
ns`nt
ÿ

i“0

tdi log d̂i ` p1´ di q logp1´ d̂i qu

The final loss is the linear combination of the four losses.
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Experiment Results
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What is a counterfactual problem?

Example 1: for a patient x P X the set T of interventions of interest might
be two different treatments t “ 0 or t “ 1, and the set of outcomes might
be Y “ r0, 200s indicating blood sugar levels. But for each x , we only
know the result of one treatment, for example Yt“0pxq and need to predict
Yt“1pxq.

Example 2: For an ad slot on a webpage x , the set of interventions T
might be all possible ads on the inventory, and the potential result could
be Y “ tclick , no ´ clicku. Again, for each x we only know the result for
one intervention YT“t0pxq, and need to predict the remaining YT“tpxq
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Set up

Let T be the set of potential interventions or actions we are
considering,

X the set of contexts,

and Y the set of possible outcomes,

in this work, they only consider the binary action set T “ 0, 1
corresponding to control group and treated group, respectively.

For each context x P X , the outcome of one of the two actions is
observed.

We refer to the observed outcomes as the factual outcome yF pxq,
and counterfactual outcome yCF pxq respectively.
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Quantity of interest

Individualized treatment effect (ITE) for context x is defined as:

ITE pxq “ Y1pxq ´ Y0pxq

Average treatment effect (ATE) is defined as:

ATE “ Ex„ppxqrITE pxqs
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Suppose we have n observed samples tpxi , ti , y
F
i qu, where

yF
i “ tiY1pxi q ` p1´ ti qY0pxi q.

Note P̂F “ tpxi , ti qu
n
i“1 and P̂CF “ tpxi , 1´ ti qu

n
i“1

Generally, source domain P̂F is different from target domain P̂CF , thus it
is a special case of domain adaptation.
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Model

The model contains two parts, the first part is a representation extractor
Φ : X Ñ Rd , the second part is a predictor h : Rd ˆ T Ñ R.
The learned representation balances three objectives:

enable low-error prediction on factual domain (source domain).

enable low-error prediction on unobserved counterfactual domain.

the distribution of treatment populations are similar. (the feature
distribution from two domains are similar).

University of Virginia (UVA) Qdata 201909 24 / 29



The prediction loss on factual domain(source domain) is :

1

n

n
ÿ

i“1

|hpφpxi q, ti q ´ yF
i |

The prediction loss on counter factual domain(target domain) can’t
be calculated directly, since yCF

i is unknown. Let jpiq be the nearest
neighbor of xi among the group that received the opposite treatment
from unit i , the prediction loss on counterfactual domain is
approximated as:

1

n

n
ÿ

i“1

|hpφpxi q, 1´ ti q ´ yF
jpiq|

The discrepancy distance is noted as discH
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The final loss is:

BH,α,γpφ, hq “
1

n

n
ÿ

i“1

|hpφpxi q, ti q ´ yF
i | `

γ

n

n
ÿ

i“1

|hpφpxi q, 1´ ti q ´ yF
jpiq|`

αdiscHpP̂
F , P̂CF q

(3)
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Algorithm:
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Error bound

Assume

β̂F pφq “ arg min
βPH

LPF
φ
pβq ` λ||β||22

β̂CF pφq “ arg min
βPH

LPCF
φ
pβq ` λ||β||22

(4)

under some technique assumptions, for both Q “ PF ,Q “ PCF we have:

C pLQpβ̂
F pφqq ´ LQpβ̂

CF pφqqq2 ď discHpβ̂
F pφq, β̂CF pφqq`

min
hPH

1

n

n
ÿ

i“1

p|ŷF
i pφ, hq ´ yF

i | ` |ŷ
CF
i pφ, hq ´ yCF

i |q

ď discHpβ̂
F pφq, β̂CF pφqq`

min
hPH

1

n

n
ÿ

i“1

p|ŷF
i pφ, hq ´ yF

i | ` |ŷ
CF
i pφ, hq ´ yF

jpiq|q `
c1
n

ÿ

i :ti“1

di ,jpiq

(5)
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Experiment results
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