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Gaussian Graphical Model

Strong Assumption: Observation X P RNˆV are sampled from
multi-variate Gaussian distribution:

Ppxq “ p2πq´v{2|Ω|1{2 expp´
1

2
xTΩxq. (1)

Ω is the precision matrix, which can be calculated via MLE:

log ppxq9 logp|Ω|q ´ Trppx ´ µqTΩpx ´ µqq (2)
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Pros and Cons

Pros:

Σij “ 0 iff vi , vj are independent.

Solid theoretical analysis.

Cons:

Strong assumption for observation.
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Variational Methods

Variational inference based method: Graph VAE 1

X P RNˆD , where N is the number of nodes, and D is the dimension of
node features. Hidden variables Z P RNˆF .
Inference model (Approximation of posterior distribution)

X ,AÑ Z

ppZ |X ,Aq “
N

ź

n“1

ppzi |X ,Aq, ppzi |X ,Aq “ ppzi |µi , σi q

1N. Kipf and Welling, 2016
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Generative model:

Z Ñ A :

PpA|Z q “
ź

i ,j

PpAij |Zi ,Zjq, PpAij “ 1|Zi ,Zjq “ σpzTi zjq

Loss function (ELBO):

L “

ż

z„qpZ |X ,Aq
log ppA|Z q ´ KLpqpZ |X ,Aq||ppZ qq

University of Virginia (UVA) Qdata 201909 7 / 21



Limitations:

In order for the analytic form of KL divergence, the prior and
posterior are all assumed to be Gaussian distribution.

Also all hidden variables are assumed to be independent.
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Some following work add interactions for latent variables.
The parent nodes for zi will be contained in tzi`1, zi`1, ¨ ¨ ¨ , zNu, and is
controlled via a binary value cij
The prior distribution is:

pθpZ |C q “
N

ź

n“1

pθpzn|zpapnq, cpapnq,nq

The approximated posterior distribution is:

qφpZ |X ,C q “
N

ź

n“1

pφpzn|X , zpapnq, cpapnq,nq
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Training algorithm

Summary about variational inference based method:

For the differentiation of KL divergence, both prior and posterior are
assumed to be Gaussian.

To increase model capacity, different interaction graph can be learned
and embedded into the hidden variables.[He et.al ICLR2019][Sønderby
et.al NeurIPS2016]
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DAG Learning

DAG learning:

constraint-based approaches

Score-based approaches

Regression-based approaches

Constrained based algorithm:

Use hypothesis testing to identify a set of conditional independence
properties,

Identify the network structure that best satisfies these constraints.
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Score based algorithm

Score-based algorithm

posit a criterion by which a given Bayesian network structure can be
evaluated on a given dataset

search through the space of all possible structures and tries to identify
the graph with the highest score

The main problem of the score-based algorithm is the optimization is
intractable
One of the most frequently used score is Bayesian Information Criterion
(BIC).
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Regression based

Basic assumption: X “ XW . In [Meinshausen and Buhlmann, 2006], the
authors used the linear regression with l1 penalty to recovery the graph
from feasible region.

arg min
W

1

2
||X ´ XW ||2F ` λ||W ||1

s.t. G P DAG

This Combinatorial optimization is NP-hard. Until in [Zheng et.al 2019],
the problem is converted as a continuous optimization problem, and all
state-of-the-art optimization methods can be used.
Briefly, they prove

G P DAG ðñ TrpeWdW q ´ d “ 0
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Learning the graph via neural network is gaining popularity. The main idea
is to use the remaining nodes as the input of a mlp to approximate a
particular node nonlinearly.
With that theorem, how to satisfy the constraint lies at the core of the
graph learning.
In [Ke et.al 2020] and LDS [Franceschi et.al 2019], each element of the
graph is sampled from a Bernulli distribution, whose parameter is rij . But
in [Zheng et.al 2020] and [Lachapelle et.al 2020], each element is derived
from the parameter of mlp.
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For example, if the mlp contains two hidden layers.

Cim “
ÿ

h

ÿ

k

|W 1
ih||W

2
hk ||W

3
km| (3)

the weight adjacency matrix can be defined as :

Aij “

$

&

%

ř

m
C j
im, i ‰ j ,

0, i “ j
(4)

But, in second category: Aij „ Berpγijq
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Causal DAG learning

The learning of causal graph is more complicated. Nearly all of them are
intervention based. [Arjovsky et.al 2020][Krueger et.al 2020][Bengio et.al
2020][Ke et.al 2020]
Given only observational setting, causal graph is only possible to be
identified up to the Markov equivalence class.

Identify if Xi and Xj are statistical associated.

Use do-calculus to identify causal and effect. Specifically check if
ppXi |Xj “ aq “ ppXi |Xj “ bq
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A more closed related work is LDS [Franceschi et.al 2019], they combine
the graph learning with downstream tasks, which is node classification.

Their model is a bi-level optimization problem, the inner level use the
learned graph to update the GCN, while the outer level is in charger of
discovering the task-related graph.
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