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Generalization in Supervised Learning

Generalization in supervised learning (SL) is measured by performance on a
held-out test set sampled from the same distribution as your training data.

Generalization error, EG = test error − train error

Given:

(Xtrain,Ytrain), (Xtest ,Ytest) ∼ D
Model f , loss function l(f (x), y)

EG (f ) =
1

|Xtest |

|Xtest |∑
i=1

l(f (xtest,i ), ytest,i )−
1

|Xtrain|

|Xtrain|∑
j=1

l(f (xtrain,j), ytrain,j)
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What Does Generalization Look like in RL?

We measure generalization in SL to be confident our models will perform
well on inputs they did not see during training.

What is the equivalent goal in RL?

Performance on unseen states?
I Yes, but this is only part of the picture

Robust to slight variations in environment conditions
I Changes to goals, dynamics, starting positions and observations.
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Changing Environmental Conditions

As an example, let’s think about the classic cartpole task

How will a policy successfully trained to balance the pole adjust to:

Changes in the height or mass of the pole?

Changes in the speed of the cart (friction)?

Changes in the color of the cart or background (pixel-based)?
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Changing Environmental Conditions

Will the walker agent trained to traverse the terrain on the left be able to
walk down the stairs on the right?

Will the hopper agent trained to navigate one obstacle course be able to
complete the others?
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What Does Generalization Look like in RL?

If the agent truly understood the task it was solving, these changes
would not be a problem.

Instead, if the agent has memorized a policy that worked during
training, any changes to the environment could be a real challenge.

We want to learn policies that avoid overfitting to the specifics of
the environment they were trained in.

This is ”zero-shot generalization”
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Partially Observed MDP

Definition

A Partially Observed Markov Decision Process (POMDP)
M = (S,A,T ,R, ρ0,Ω,O, γ), consists of:

S, a set of states

A, a set of actions

a dynamics function T : SxAxS → [0, 1]

a reward function R : SxA → R
an initial state distribution, ρ0

Ω, a set of observations, which in the partially observed case 6= S
an observation function O : SxΩ→ [0, 1]

the discount factor γ ∈ [0, 1)
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RL Objective

The goal of Reinforcement Learning is to find a policy π(a|s) that
maximizes the return:

π∗ = argmax
π

E
τ∼π

[
t=∞∑
t=0

γtRt

]

Where τ is a trajectory of experience (the sequence of states and actions
the agent experiences)

The return of a policy π in a POMDP M is denoted ηM(π)
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Quantifying Generalization in RL

More formally, these slight changes in the environment we’ve been talking
about create a family of POMDPS to solve:

D = {M0,M1,M2, ...}

We can define generalization in RL as the gap in performance between a
training and test set of POMDPS:

Mtrain,Mtest ∼ D

EG (π) =
1

|Mtest |

|Mtest |∑
i=1

ηMtest ,i (π)− 1

|Mtrain|

|Mtrain|∑
j=1

ηMtrain,j(π)
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Improving Generalization in RL

There are three main approaches to improving generalization in RL:

1 Data Augmentation

2 Domain Randomization

3 Procedural Generation
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Observational Overfitting

In a POMDP, we have a set of states (S) and a set of observations (Ω)

States are a clear representation of all the relevant information needed
to make accurate decisions

Observations are what the agent actually gets to see. Information is
often hidden because of limited memory, inaccurate sensors, or useless
noise.

Let a function φ : S → Ω define how the environment emits observations
for a given state. We can break φ up into three subcomponents [10]:

φ(s) = h(f (s), g(s))

f maps the important state information to the dimension of the
observation, g outputs unimportant/ungeneralizable information, and h
combines them in some way to make the final observation.
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Observational Overfitting

Let’s look at an example:
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Observational Overfitting

Observational overfitting occurs when the policy becomes overly
dependent on features from g(s).

A similar problem occurs with ungeneralizable high-frequency features in
SL [1] [3] [11]
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Observational Overfitting
Is observational overfitting common in practice? We can test this by
replacing useless details (like the background) with random noise and
natural images ([7]). Performance is dramatically reduced!
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Data Augmentation
We can prevent observational overfitting by making it difficult to rely on
features from g .

Data Augmentation [13] [15] [18] [12]:

Convert gradient updates on observations into an expectation over a
set of transformations of those observations

I Make it hard to rely on background noise by consistently changing the
way we present the observation to the agent
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Data Augmentation

Data Augmentation ([13]), can match sample efficiency of model-based
methods:
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Data Augmentation
However, not all combinations of transformations are helpful:

We need to pick transformations that preserve the quantity we are fitting
(Q(s, a) or π(a|s)) [15]
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Data Augmentation
Another approach: reduce dependence on features from g , while also
improving performance on other tasks with different visual styles:

Use arbitary style transfer [4] to map the g features from one task onto all
the other tasks in our dataset.
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Domain Randomization

Data Augmentation deals with generalization in observation space, but
how do we improve generalization across core environment dynamics
(T (s, a, s ′))?

Convert a single task into a distribution of tasks by randomizing as
many aspects of the environment as possible, and resampling those
aspects every time we reset

This is called Domain Randomization [2] [14]
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Domain Randomization

For some tasks, we cam implement this by simply reseeding the RNG after
every environment reset [6]
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Domain Randomization
Explicitly expand the parameter range of each component of the
environment (wind, friction, agent mass, etc), and sample from that range
after each reset [2] [14]. Multiple training types [5]:

1 Deterministic (D): every parameter is held fixed. When the
environment is reset, only the state is reset.

2 Random (R): parameters are sampled (uniformly) after every reset
from a reasonable range (in-distribution interpolation)

3 Extreme (E): parameters are sampled from a range twice as wide as
the Random version (out-of-distribution extrapolation)
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Domain Randomization
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Domain Randomization
Domain randomization can even be enough to generalize from simulation
to the real world [2]:
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Procedural Generation
Leverage procedural generation to create as many training tasks as we
need. This is becoming a staple of recent RL benchmarks:

Procgen [9] [8]
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Procedural Generation

POET [16]
I Locomotion across varying terrain
I Also involves curriculum-learning/open-endedness
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Procedural Generation

ALLSTEPS [17]
I Continuous control through increasingly difficult environments
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Procedural Generation

Procedural generation gives us an opportunity to measure the impact of
training set size on generalization [8]:

Presenter: Jake Grigsby (University of Virginia https://qdata.github.io/deep2Read/ )Generalization in Deep Reinforcement Learning 202008 27 / 33

https://qdata.github.io/deep2Read/


Procedural Generation

Model architecture/capacity - often a forgotten implementation detail in
model-free RL - starts to matter more when learning distributions of tasks
[8]:

Presenter: Jake Grigsby (University of Virginia https://qdata.github.io/deep2Read/ )Generalization in Deep Reinforcement Learning 202008 28 / 33

https://qdata.github.io/deep2Read/


Next Time

Sample efficiency and offline learning, with model-based RL as a form of
data augmentation.
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