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Control Tasks in RL

Control Tasks in RL:

Involve fast, accurate interpretation of sensory data to take actions
that have an immediate effect

I Simple credit assignment

Do not involve significant amounts of exploration, long-term memory
or planning

I Partially observed tasks can be solved with a window of recent frames

Have dense reward signals
I Meaningful variance in returns near the randomly initialized policy
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Control Tasks in RL

Classic RL Problems

Figure: CartPole task involves balancing
a pole on a moving platform

Figure: The Acrobat task involves
swinging a hinged arm
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Control Tasks in RL

Continuous Control
I Tasks with continuous (and usually multi-dimensional) action spaces

Presenter: Jake Grigsby (University of Virginia https://qdata.github.io/deep2Read/ )Actor-Critic Methods for Control 202008 4 / 23

https://qdata.github.io/deep2Read/


Control Tasks in RL

Continuous Control MDPs:

States:
I Representations of the essential dynamics (joint position, velocity,

angle...). Low-dimensional, ”State Based”, Fully Observed
I 3rd person camera views of the rendered scene. High-dimensional,

”Pixel Based”, Partially Observed

Actions:
I Real-valued scalars that apply to specific components of the model’s

control interface, such as the torque on each joint/motor

Rewards:
I Typically based on some measure of efficient motion, such as velocity

or distance from the starting point
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Control Tasks in RL

Locomotion: control limbs and joints to move a 3D model efficiently in a
simulated physics engine.
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Control Tasks in RL
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Control Tasks in RL
Manipulation: continuous control tasks meant to emulate fine motor
control on modern robotics systems.

Presenter: Jake Grigsby (University of Virginia https://qdata.github.io/deep2Read/ )Actor-Critic Methods for Control 202008 8 / 23

https://qdata.github.io/deep2Read/


Control Tasks in RL

The Atari 2600 Benchmark (ALE/Atari 57)
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Control Tasks in RL

Most of the problems (Deep) RL algorithms solve can be loosely classified
as Control Tasks.

Some notable exceptions:

Two player board games
I AlphaGo and AlphaZero augment Deep RL with planning (MCTS)

Dota 2 (OpenAI Five), Starcraft II (AlphaStar)
I Model-free agents do start to show long-term planning... with

recurrent architectures and thousands of years of gameplay
I But these games have a ton of control-like subproblems (combat, item

selection...). Professional human players make hundreds of split-second
decisions per minute.
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Markov Decision Process

Definition

A Markov Decision Process (MDP) consists of:

S, a set of states

A, a set of actions

R ⊆ R, a set of rewards

a dynamics function p : SxRxSxA → [0, 1]

p(s ′, r |s, a) = Pr{St = s ′,Rt = r |St−1 = s,At−1 = a}

an initial state distribution, ρ0

It’s common to break the dynamics function p up into a Transition

Function T (s, a, s ′) =
∑
r∈R

p(s ′, r |s, a), and a Reward Function

R(s, a) =
∑
r∈R

r
∑
s′∈S

p(s ′, r |s, a)

Presenter: Jake Grigsby (University of Virginia https://qdata.github.io/deep2Read/ )Actor-Critic Methods for Control 202008 11 / 23

https://qdata.github.io/deep2Read/


The RL Problem

The goal of RL agents is to find a policy1 π∗ : S → A that maximizes the
expected discounted return

π∗ = argmax
π

E
τ∼π

[
t=∞∑
t=0

γtRt

]

where γ ∈ [0, 1) is the discount factor that lets us deal with non-episodic
tasks and τ is a trajectory (a sequence of states and actions that describe
the agent’s experience)

1Policies can also be stochastic, in which case they’re written π(a|s) : SxA → [0, 1]
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The Challenges of Continuous Control

Value methods (SARSA, Q-Learning, ...) build their policy functions by
maxing over the state space:

π(s) = argmax
a

Qθ(s, a)

When actions are continuous and high-dimensional, we skip the max
operation by directly parameterizing the policy (πθ).

Outputs are either the deterministic action choice, or the mean and std of
a distribution to sample from:

πθ(s) = a

π(s) ∼ N (µθ(s), σθ(s))

1In practice, the std parameters are learned, but often state-independent.
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Actor-Critic Algorithms
Actor-Critic algorithms bring Policy Iteration to continuous action spaces

Figure: Policy Iteration iteratively evaluates and improves and a policy until
convergence
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Actor-Critic Algorithms
General Actor-Critic approach:

Initialize an actor network µθ0 , and a critic network qφ0
For k = 1, 2, 3, ...

1 Sample trajectories (st , at , rt , st+1, dt+1) from the environment using
the current µθk

2 Use sampled trajectories to construct Temporal Difference targets (y)
and optimize qφ

qφk+1
← qφk − α∇

1

N

N∑
i=0

(y (i) − qφk (s(i), a(i)))2

3 Replay the experiences and move actions in the direction
recommended by the critic

µθk+1
← µθk + α∇ 1

N

N∑
i=0

qφk+1
(s(i), µθk (s(i)))
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Deep Deterministic Policy Gradient

Use a replay buffer to store experience between updates, increasing
sample efficiency

I Off-policy learning can hurt stability

Use target networks to stabilize loss functions where the same
parameters appear twice

Deterministic policy - use action-space noise during experience
collection to increase exploration.
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Overestimation Bias
By updating the actor based on the critic’s estimations, we risk
learning to exploit (s, a) pairs whose value the critic overestimates

E[qφ(s, πθ(s))] ≥ E[qφ(s, πθ(s))]

I See Section 4.1 of [3]
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Twin Delayed Deep Deterministic Policy Gradient (TD3)

Clipped Double Q Learning to address overestimation

y = rt + γ min
i=1,2

qφi (st+1, πθtarg (st+1))

Delayed policy updates
I The learning speed of each network is a difficult thing to tune (similar

to GANs2)

Target Smoothing
I Add noise to the target network’s actions when computing y . Smooths

the function’s surface by fitting the value of a small neighborhood
around the target.

y = rt + γ min
i=1,2

qφi (st+1, πθtarg (st+1)) + ε

ε ∼ clip(N (0, σ),−c , c)

1There are actually lots of similarities between AC and GANs, see [2]
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Soft Actor Critic (SAC)

Stochastic policy
I No need for extra exploration noise - just sample from the action

distribution. We introduce an entropy regularization term to encourage
diversity.

Changes to target updates
I Use active actor network for TD targets

2[4]
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Locomotion Results

2Link to implementations
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