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Overview

Link Prediction and Node Classification(LPNC)

input graph is a partially observed set of edges and nodes (or vertices),
and the learning task is to predict the labels for edges and nodes

Multi-Task Graph Autoencoder (MTGAE): a shared
representation of latent node embeddings from local graph topology
and available explicit node features for LPNC

trained end-to-end for the joint, simultaneous multi-task learning of
unsupervised link prediction and semi-supervised node classification in
a single stage
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Notation

input: graph G = (V, E) of N = |V| nodes.

adjacency matrix A ∈ RN×N

For a partially observed graph, A ∈ {1, 0,unk}N×N

Optionally a matrix of available node features, i.e. side information
X ∈ RN×F .
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Problem Formulation: Link Prediction

The aim of the MTGAE model h(A,X) is to learn a set of
low-dimensional latent variables for the nodes Z ∈ RN×D

that can produce an approximate reconstruction output Â such that
the empirical error between A and Â is minimized, thereby preserving
the global graph structure.
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Method:Unsupervised Link Prediction

ai ∈ RN be an adjacency vector of A that contains the local
neighborhood of the ith node.

Encoder zi = g (ai ) = ReLU
(

W · ReLU
(

Vai + b(1)
)

+ b(2)
)
.

Decoder âi = f (zi ) = VT · ReLU
(

WTzi + b(3)
)

+ b(4).

Autoencoder âi = h (ai ) = f (g (ai )) .

ai is highly sparse, with up to 80 percent of the edges missing at
random in some of our experiments, and the dense reconstructed
output âi contains the predictions for the missing edges.
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In [9]:

Link Prediction
Link prediction attempts to answer the principal question: given two entities, should there be a link between them? One can view link prediction as a graph/matrix completion problem, where the goal is to predict missing links
using data from known, observed positive and negative links. We approach the task of link prediction through two stages of supervised machine learning: matrix factorization and linear (multiclass) classification. Matrix
factorization learns and extracts low dimensional latent features from the global topology of the graph. A linear classifier can combine latent features with observed features on graph nodes and edges to learn a decision
function that can predict link propensity for any pair of nodes in the graph.

Out[9]:

# compute 10 community clusters using the Girvan-Newman edge betweenness community detection algorithm
community = g.community_edge_betweenness(clusters=10).as_clustering()
ig.plot(community, layout=layout, vertex_size=20, edge_arrow_width=0.75, edge_arrow_size=0.75)Multi-Task

Learning

Figure: Schematic depiction of the Multi-Task Graph Autoencoder (MTGAE)
architecture. Left: A partially observed graph with positive links (solid lines) and
negative links (dashed lines) between two nodes; pairs of nodes not yet connected
have unknown status links.
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Method: Unsupervised Link prediction

node features X ∈ RN×F is available, then concatenate (A,X) to
obtain an augmented adjacency matrix Ā ∈ RN×(N+F )

enable a shared representation of both graph and node features by
way of the tied parameters {W,V}.
During inference, the model takes as input an adjacency vector ai and
computes its reconstructed output âi = h(ai ) for unsupervised link
prediction.

Lbce = −ai log (σ (âi )) · ζ − (1− ai ) log (1− σ (âi )) ,

Lmbce =

∑
i mi � Lbce∑

i mi
.

ζ = 1− # positive links
# negative links
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Semi-Supervised Node Classification: Node classification

For a given augmented adjacency vector āi , the model learns the
corresponding node embedding zi to obtain an optimal reconstruction.

ŷi = softmax(z̃i ) = 1
Z exp(z̃i ), where Z =

∑
i exp(z̃i ) and

z̃i = U · ReLU
(
WTzi + b(3)

)
+ b(5).
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Multi-Task Learning

in knowledge base completion and network analysis, the input graph
has an incomplete set of edges and a small fraction of labeled nodes.

combines the masked categorical cross-entropy loss for
semi-supervised node classification with the MBCE loss for
unsupervised link prediction:

Lmulti-task =

semi-supervised classification︷ ︸︸ ︷
−maski

∑
c∈C

yic log(ŷic) +Lmbce,
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Complexity

O((N + F )DI ), where N is the number of nodes, F is the
dimensionality of node features, D is the size of the hidden layer, and
I is the number of iterations. In practice, F , D � N, and I are
independent of N. Thus, the overall complexity of MTGAE is O(N),
linear in the number of nodes.
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Datasets

Figure: Summary of datasets (left) and baselines (right) used in empirical
evaluation. The notation |O+|:|O−| denotes the ratio of positive to negative
edges and is a measure of class imbalance. Label rate is the number of nodes
labeled for training divided by the total number of nodes.

Multitask Graph Autoencoder Presenter: Arshdeep Sekhon https://qdata.github.io/deep2Read 11 / 14

https://qdata.github.io/deep2Read


Results: reconstruction task
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Figure: Comparison of precision@k performance between our MTGAE model and
the related autoencoder-based SDNE model for the reconstruction task on the
Arxiv-GRQC and BlogCatalog network datasets. The parameter k indicates the
total number of retrieved edges.
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Results: LPNC

The model takes as input an incomplete graph with 10 percent of the
positive edges, and the same number of negative edges, missing at random
and all available node features to simultaneously predict labels for the
nodes and missing edges.

Figure: Link prediction performance is reported as the combined average of AUC
and AP scores. Accuracy is used for node classification performance.
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Conclusion

Both link prediction and node classification task

shown to work for only undirected non typed edges
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