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Introduction

I LSTM interpretation model

I extracts information about not only which words contributed
to an LSTM’s prediction

I also how they were combined in order to yield the final
prediction

I mathematically decomposing the LSTM’s output, able to
disambiguate the contributions made at each step by different
parts of the sentence.



Method: LSTM Decomposition

LSTM equations:

ot = σ(Woxt + Voht−1 + bo) (1)

ft = σ(Wf xt + Vf ht−1 + bf ) (2)

it = σ(Wixt + Viht−1 + bi ) (3)

gt = tanh(Wgxt + Vght−1 + bg ) (4)

ct = ft � ct−1 + it � gt (5)

ht = ot � tanh(ct) (6)

After processing the full sequence, the final state hT used as input
to a linear layer +SoftMax ( multinomial logistic regression), to
return a probability distribution p over C classes, with

pj = SoftMax(WhT )j =
exp(WjhT )∑C
k=1 exp(Wkht)

(7)



Contextual Decomposition

Given an arbitrary phrase xq, ..., xr , where 1 ≤ q ≤ r ≤ T ,
decompose each output ht and cell state ct

ht = βt + γt (8)

ct = βct + γct (9)

βt corresponds to contributions made solely by the given phrase to
ht , and that γt corresponds to contributions involving, at least in
part, elements outside of the phrase. Similarly, βct and γct . final
output state WhT :

p = SoftMax(WβT + W γT ) (10)



Contextual Decomposition

it = σ(Wixt + Viht−1 + bi ) (11)

= Lσ(Wixt) + Lσ(Viht−1) + Lσ(bi ) (12)

ft � ct−1 =(Lσ(Wf xt) + Lσ(Vf βt−1) + Lσ(Vf γt−1) + Lσ(bf )) � (βct−1 + γct−1)
(13)

=([Lσ(Wf xt) + Lσ(Vf βt−1) + Lσ(bf )] � βct−1) (14)

+ (Lσ(Vf γt−1) � βct−1 + ft � γct−1)

=βft + γft (15)



Contextual Decomposition

it � gt =[Lσ(Wixt) + Lσ(Viβt−1) + Lσ(Viγt−1) + Lσ(bi )] (16)

� [Ltanh(Wgxt) + Ltanh(Vgβt−1) + Ltanh(Vgγt−1) + Ltanh(bg )]

=[Lσ(Wixt) � [Ltanh(Wgxt) + Ltanh(Vgβt−1) + Ltanh(bg )]
(17)

+ Lσ(Viβt−1) � [Ltanh(Wgxt) + Ltanh(Vgβt−1) + Ltanh(bg )]

+ Lσ(bi ) � [Ltanh(Wgxt) + Ltanh(Vgβt−1)]]

+ [Lσ(Viγt−1) � gt + it � Ltanh(Vgγt−1) − Lσ(Viγt−1) � Ltanh(Vgγt−1)

+ Lσ(bi ) � Ltanh(bg )]

=βut + γut (18)



Cotextual Decomposition

βct = βft + βut (19)

γct = γft + γut (20)

ht = ot � tanh(ct) (21)

= ot � [Ltanh(βct ) + Ltanh(γct )] (22)

= ot � Ltanh(βct ) + ot � Ltanh(γct ) (23)

= βt + γt (24)



Linearization of Activation functions

gt = tanh(Wgxt + Vght−1 + bg ) (25)

Required:

gt = Ltanh(Wgxt) + Ltanh(Vght−1) + Ltanh(bg ) (26)

tanh(
∑

yi ) = (
∑

Ltanh(yi )) (27)



Linearization of Activation functions

summarization of partial sums as a linearization technique if
y1, . . . , yn are ordered

L′tanh(yk) = tanh(
∑
j=1

yj) − tanh(
k−1∑
j=1

yj) (28)

But no ordering, compute an average over all orderings

Ltanh(yk) =
1

MN

MN∑
i=1

[tanh(

π−1
i (k)∑
j=1

yπi (j)) − tanh(

π−1
i (k)−1∑
j=1

yπi (j))]

(29)

This linearization technique is an approximation to the Shapley
Values.(?)



Experiments: Stanford Sentiment Tree Bank
I Unigram Word Scores: Correlation with the logistic regression

coefficient

cdpositive



Identifying Dissenting Subphrases

I ”used to be my favorite”

I favorite is positive, used to be is negative



Contextual Decomposition Captures Negation



Identifying Similar Phrases

I Compare Dense embeddings βT average for phrases across the
training set and validation set

I Get nearest neghbors


