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Background: GNN vs SRL for semi-supervised object
classification

GNN:

p(yV |xV ) =
∏

n∈V p(yn|xV )

label distribution inferred independently

SRL:

p(yV |xV ) =
1

Z (xV )

∏
i ,j∈E ψi ,j(y i , y j , xV )

label distribution inference (usually intractable Why?)
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Method: Graph Markov Neural network

Intuition: Combine SRL(specifically CRF) + GNN

Optimization Variational EM because

Figure: Caption
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Key Idea

qθ(yV |xV ) (learn labels only from the features, similar to vanilla GCN)

pφ(yU |yL, xV ) (get label from surrounding labels as well as the node
features/ CRF part)
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Optimization

E (Inference) Step: trying to learn qθ(yV |xV )(parameterized as a
GNN)

the labels you don’t know use from the pφ
also use the known to optimize

M (Learning) Step: trying to learn pφ(yU |yL, xV )parameterized as a
GNN

labels you don’t know use from qθ
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Optimization

Oθ = Oθ,U + Oθ,L

Oφ =
∑

n∈V logpφ(ŷn|ŷnb, xV )

Loss = Oθ + Oφ

First train qθ, then alternatively both

Both qθ and pφ can give final labels for objects
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Optimization

While learning qθ need true labels for loss function: use the current
ones from pφ

optimization.png

Figure
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Analysis of Amortized Inference

No Amortized Inference vs with amortized inference
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