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Motivation
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https://www.kaggle.com/c/dogs-vs-cats

?

https://www.kaggle.com/c/dogs-vs-cats


Motivation
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• Total number of non-empty synsets: 21841
• Total number of images: 14,197,122

Large amounts of annotated data available in multiple domains!

http://image-net.org/about-overview

http://image-net.org/about-overview


Motivation
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Deep models to train all that data!

https://cloud.google.com/tpu/docs/inception-v3-advanced

Top 1-Error of 4.2% on the ILSVRC 2012 classification benchmark [1]

[1] Rethinking the Inception Architecture for Computer Vision

https://cloud.google.com/tpu/docs/inception-v3-advanced
https://arxiv.org/pdf/1512.00567.pdf


Motivation

But…

• Training large models over all available data can be 
computationally expensive

• Training deep networks can incur prohibitively long training 
times, measured in days,  weeks, or even months

• This overhead impedes the development of new machine 
learning models and  uses large amounts of computational 
resources



Background

• Subsampling training data is a common solution.

• Core-set selection techniques is another solution.

Not enough yellow lights!

https://www.thenewsletterpro.com/swimming-right-embracing-your-uniqueness/

https://www.thenewsletterpro.com/swimming-right-embracing-your-uniqueness/


Background



Related Work
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Core-set selection.
Find a representative subset of points to speed up learning or 
clustering. 

K-means, Bayesian Inference, SVM.

Subset selection.
Choose data points whose predictions have changed most over 
the previous epochs as a lightweight estimate of uncertainty [2].

Using Reinforcement Learning             Student/teacher model.

[2] Active bias: Training more accurate neural networks by emphasizing high variance samples

accuracy and training time

https://arxiv.org/abs/1704.07433


Related Work

Heterogeneous active learning.
Use one model to select points for a different, more expensive 
model. 

NLP Task -> CRF, Naïve Bayes, Maximum Entropy.

Optimization and Importance Sampling.
Based on Gradient norm, loss, focusing on more “hard” 
examples in later epochs.



Claim / Target Task
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Using a proxy model reduces the cost of selection by up to a 100×

It can be easily added to a training pipeline without modifying the 
training procedure of the target model

The proxy is very fast to train and can substantially improve the 
training time of large deep models while maintaining the 
predictive performance



An Intuitive Figure Showing WHY Claim
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https://www.deeplearning-academy.com/p/ai-wiki-machine-learning-vs-deep-learning

1

2

3

https://www.deeplearning-academy.com/p/ai-wiki-machine-learning-vs-deep-learning


Proposed Solution

Creating a Proxy Model.

• Scaling down the target model



Proposed Solution

Creating a Proxy Model.

• Training for smaller number of epochs

• Boosting the performance by ensembling small models.



Proposed Solution

Subset Selection via Proxy.
Use the proxy model to select the most uncertain data points 
around the decision boundary.

Quantifying uncertainty:
• Confidence, margin, and entropy
• For every data point x that provides P(y|x) for x to belong to 

class y, the uncertainty function f can be defined as:



Proposed Solution

Training the target model on the subsets selected via proxy.
The set of uncertain data points can be used to train the large 
target model.

1. Select the data points around the approximate decision 
boundary learned by the proxy model.

2. Let the target model refine the decision boundary of the proxy 
model.



Implementation
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M:

ResNet20

fastText [5]

Mt:

ResNet164 [4]

VDCNN29 [3]



Data Summary
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CIFAR-10

SVHN

10 classes.
Train set: 50k images
Test set: 10k images

Balanced:
5k images per class

10 classes.
Train set: 73257
Test set: 26032

Extra training data: 531131

Amazon Review Polarity 2 classes
Train samples:  3,600,000 
Test samples: 400,000



Experimental Results

18

Training without data selection via proxy vs SVP algorithm:



Experimental Results
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Average Top-1 error and standard deviation for 3 runs of different proxy 
models across a range of subset sizes of the CIFAR10, SVHN, and Amazon 
Review Polarity datasets:



Experimental Analysis
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Comparison of uncertainty metrics:



Experimental Results Reproduced
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CIFAR10 – Resnet164 – 181 Epochs

Accuracy achieved: 7.42% ->      Time: 260 minutes
Reported accuracy: 5.52% ->      Reported time: 240 minutes

Using a Titan X GPU
- 40k as training set
- 10k as validation set
- 10k as test set



Experimental Results Reproduced
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CIFAR10 – Resnet20 – 50 Epochs

2x for Model Ensemble

Accuracy achieved: ~11.47% ->        Time: ~7.45 minutes
Reported accuracy: 9.2% ->        Reported time: 12 minutes



Experimental Results Reproduced

Proxy Fraction of Dataset
Dataset Architecture Metric Epochs 0.4 0.6 0.8 1
CIFAR10 2xResNet20 Entropy 50 8.94 7.83 7.84 --
CIFAR10 1xResNet20 Entropy 50 9.12 8.56 8.02 --
CIFAR10 1xResNet164 No Proxy 180 11.45 11.07 10.92 7.42
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Dataset: CIFAR10

Details:
Splits: 
- 40k training set
- 10k validation set
- 10k testing set

Learning rate: 0.1 with a decay step of 0.1 every 30 epochs
Batch size: 64
SGD: momentum 0.9 – weight decay: 0.0005



Experimental Results Reproduced
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SVHN – Resnet152 – 150 Epochs

Accuracy achieved: 4.09% ->      Time: 294 minutes
Reported accuracy: 1.79% ->      Reported time: 480 minutes

Using a Titan X GPU



Experimental Results Reproduced
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SVHN – Resnet152 – 50 Epochs

Accuracy achieved: 4.81% ->        Time: 14.40 minutes (50 epochs)
Reported accuracy: 1.79% ->        Reported time: 13.4 minutes (10 epochs)

Using a Titan X GPU



Experimental Results Reproduced

Proxy Fraction of Dataset
Dataset Architecture Metric Epochs 0.4 0.6 0.8 1
SVHN 1xResNet20 Confidence 50 4.12 4.61 4.78 --
SVHN 1xResNet152 No Proxy 50 5.37 5.07 4.96 4.81
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Dataset: SVHN

Details:
Splits: 
- 66,257 training set
- 7k validation set
- 10k testing set

Learning rate: 0.1 with a decay step of 0.1 every 30 epochs
Batch size: 64
SGD: momentum 0.9 – weight decay: 0.0005



Experimental Analysis
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Comparison of uncertainty metrics:



Conclusion and Future Work
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• A small proxy model can select a subset of data to train a 
large architecture while maintaining the predictive 
performance. 

• On CIFAR10 and SVHN, the speed of training the proxy model 
leads to a 1.6× and 1.8× speed-up in end-to-end training time 
by selecting 60% and 50% of data respectively to train the 
target model on. 

• Train on larger datasets. 
More experiments without making multiple passes over all 
the data.
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CIFAR10
0.4 of dataset
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CIFAR10
0.8 of dataset


