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Executive	Summary

• The	authors	present	an	RNN-based	variational autoencoder
for	language	modeling.	

• A	linear	layer	that	predicts	the	parameters	of	a	Gaussian	
distribution.	

• Straight	forward	implementation	of	the	VAE	fails	to	learn	a	
latent	representation	of	sentences.	The	solutions	that	were	
used	by	the	authors	are	presented.

• The	model	is	evaluated	on	Language	Modeling	and	Word	
Imputation	tasks.

• Qualitative	analysis	of	the	latent	space	is	provided.
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RNNLM
• A	statistical	Language	Model is	a	probability	
distribution	over	sequences	of	words.	Given	such	a	
sequence,	say	of	length	m,	it	assigns	a	probability	
! "#,"%, … ,"' to	the	hole	sequence.

• Language	models	are	successfully	trained	using	
RNNs	and	specifically	LSTMs.



RNNLM
• RNNLMs	are	trained	on	some	text	corpus.	

• The	input	and	output	are	words	in	a	“vocabulary”,	
one-hot	encoded.

• Cross	entropy	loss



Autoencoder
• Unsupervised	algorithm	to	create	a	representation	
of	the	original	data	(usually	low	dimensional)

• Encoder	and	Decoder	are	both	neural	network
• To	train	an	auto	encoder	we	minimize	a	distance	
measure	between	the	input	and	the	output



VAE	– Variational Auto	Encoders
• Basic	idea:	encoder	will	define	a	distribution	over	
the	latent	representations	of	the	input

• The	Decoder	samples	from	the	latent	distribution	
and	can	generate	new	previously	unseen	outputs.	



VAE	– Variational Auto	Encoders
• The	regular	autoencoder’s loss	function	would	
encourage	the	VAE	to	learn	deterministic	
representations	– in	other	words,	Gaussians	that	
are		clustered	extremely	tightly	around	their	means

• In orderto enforceour posterior’ssimilaritytoawell-
formedGaussian,we		introduceaKLdivergence term
intoour loss,as below:

Reconstruction	
loss

KL	loss

ELBO



VAE	– Variational Auto	Encoders
• We	want	to	minimize	over	λ:

• Which	is	equivalent	to	maximize	over	λ:

• That	can	be	rewritten	as:

• Maximizing	the	Evidence	Lower	BOund on	the	true	
log	likelihood	of	the	data.



VAE	– Variational Auto	Encoders
• To	train	VAE	we	can	calculate	the	KL	loss	
analytically	for	each	data	point

• In	order	to	back	propagate	we	use	a	
reparameterization trick:



RNNLM	+	VAE
• Single-layer LSTM for encoder and decoder for	
language	modeling	with	VAE.

• The	use	of	linear	model	between	the	decoder	and	
encoder	is	not	mandatory.	
• The	authors	reported	to	experiment	with	other	
architectures	as	well,	however	without	gains	over	the	
simple	linear	encoding.



RNNLM	+	VAE
• VAE	fails to	learn	a	latent	representation	of	the	
sentence	content.

• ((*⃗|-) is	equal	to	the	prior	p(*⃗) bringing	the	KL	
divergence	term	to	0.

• Solution	1:	KL	cost	annealing	
• Solution	2:	Word	dropout



Language		modeling
• Used	VAE	to	create	language	models	on	the	Penn	
Treebank	dataset,	with		RNNLM	as	baseline

• RNNLM	outperformed	the	VAE	in	the	traditional	
setting

• However,	when	handicaps	were	imposed	on	both	
models	(inputless decoder),		the	VAE	performed	
better



Word	Imputation
• Task:	infer	missing	words	in	a	sentence	given	some	
known	words	(imputation)

• RNNLM	works	well	only	when	the	unknoun words	
are	at	the	end	of	the	sentence

• RNNLM	and	VAE	performed	a	beam	search.	VAE	
decoding	broken	into	3	samples	with	shorter	beam

• We	can	see	that	that	VAE	is	more	diverse	and	keeps	the	
topic	of	the	sentence



Word	Imputation
• Precise	evaluation	of	these	results	is	
computationally	difficult

• Adversarial	classifier,	is	trained	to	distinguish	real	
sentences	from	imputed	sentences,	and	score	the	
model	on	how	well	it	fools	the		adversary

• Adversarial	error	is	defined	as	the	gap	between		
chance	accuracy	(50%)	and	the	real	accuracy	of		
adversary	– ideally	this	error	will	be	minimized



More	Analysis
• Word	dropout
• Keep	rate	too	low:	sentence	structure	suffers
• Keep	rate	too	high:	no	creativity,	stifles	the	variation

• Effects	on	cost	function	components:



More	Analysis
• Sampling	from	the	lower	likelihood	areas	of	the	
latent	space,	with	75%	dropout

• Sentences	are	less	typical	but	for	the	most	part	
grammatical	and	maintain	a	clear	topic



More	Analysis
• Sampling	from	the	posterior:	examples	of	
sentences	adjacent	in	sentence	space

• Codes	appear	to	capture	info	about	number	of	tokens,	
parts	of	speech	for	each	token,	and	topic	information.

• Longer	sentences	are	less	likely	to	be	reproduced



More	Analysis
• Homotopies:	linear	interpolations	in	sentence	
space	between	the	codes	for	two		sentences
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