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Paper list 

•  ICML	2017	Tutorial	–	Interpretable	machine	learning	
• How	do	Humans	Understand	Explanations	from	Machine	Learning	
Systems?	An	Evaluation	of	the	Human-Interpretability	of	Explanation	
• Mind	the	Gap:	A	Generative	Approach	to	Interpretable	Feature	
Selection	and	Extraction	
•  Sanity	Checks	for	Saliency	Maps	



ICML 2017 Tutorial 

•  0.	Interpretation	is	hard	
•  Motivation:	Interpretation	is	important	
•  Decision	tree	example	
•  Understand	everything	=	Impossible	

•  1.	Why	&	When	we	need	interpretability	
•  2.	How	to	achieve	interpretability	
•  3.	How	to	evaluate	interpretability	



Machine learning system 



Decision Tree 

• Decision	tree	is	not	enough	in	large	scale	



If-else/Rule set 



Understanding all = Impossible 

•  Interpretability	is	NOT	about	understanding	all	bits	and	bytes	of	the	
model	for	all	data	points	(we	cannot).		
•  It’s	about	knowing	enough	for	your	downstream	tasks.	





Why & When we need interpretability 

• Why?	Underspecification	(Features	are	omitted)	
• When	

•  1.	Safety	->	Interpretability	helps	safety	
•  2.	Debugging	
•  3.	Mismatched	objectives	and	multi-objective	trade-offs	
•  4.	Science	->	Want	to	have	more	discovery	
•  5.	Legal/Ethic	
•  …	



How to achieve interpretability 



Before building the model 

• Data	analysis	
•  Visualization	
•  Exploratory	data	analysis	



Building model 

•  1.	Rule-based	
	



Building model 

•  2.	Case-basd	



Building model 

•  3.	Sparsity	based	



Building model 

•  4.	Monotonicity	



After building a model 

• Analyze	the	result:	
•  Sensitivity	analysis	

•  Saliency	
•  mimic/surrogate	models	
•  Investigation	on	hidden	layers	



Saliency 



Drawback of saliency 



Mimic models 



Investigation on hidden layer 

•  Investigation	on	hidden	
layers	
•  Issues:	

•  A.	They	may	be	lack	of	
actionable	insights	

•  	B.	It	is	unclear	if	
visualizing	neuron	vs.	
per	layer	vs.	per	
subspaces	is	more	
meaningful	than	others		

•  C.	A	golden	dataset	with	
detailed	labels	with	
human	concepts	are	
often	not	available		



Evaluation of interpretability 



Evaluation 



Evaluation 



Mind the Gap: A Generative Approach to 
Interpretable Feature Selection and Extraction 
NIPS 15’ Been Kim, Doshi-Velez Finale, Julie Shah 

•  Task:	feature	selection	
• Mind	the	Gap	Model:	A	graphical	model	that	extracts	distinguishing	
features	with	interpretability	



Setting 

• Dataset:	N	observations	and	D	binary	features	
• Goal:	Divide	the	N	observations	into	K	clusters	while	simultaneously	
returning	a	comprehensive	list	of	what	sets	of	dimensions	D	are	
important	for	distinguishing	between	the	clusters.	



Graphical model 

•  g – group
•  y↓𝑔 	-	group	g	is	
selected	or	not	
selected	
•  𝑙↓𝑑 	-	the	group	to	
which	dimension	d	
belongs	



Graphical model 

•  g – group
•  𝑓↓𝑔  - or/and. Each 

feature only in one 
group
•  𝑖↓𝑛𝑔 	-	group	g	
shown	in	sample	n	
•  𝑤↓𝑛𝑑 =1	if	
associated	features	
also	present	in	the	
sample	



Example 



Experiment 

• Animals	-	21	biological	and	ecological	properties	of	101	animals	
• Recipes	-	56	recipes,	with	147	total	ingredients	
• Diseases	-	184	patients	with	at	least	200	diagnoses	



Result 



How do Humans Understand Explanations from 
Machine Learning Systems? An Evaluation of the 
Human-Interpretability of Explanation 
Menaka Narayanan*1 , Emily Chen*1 , Jeffrey He*1 , Been Kim2 , Sam Gershman1 and Finale Doshi-Velez 
• Given	an	input,	an	explanation,	and	an	output,	is	the	output	
consistent	with	the	input	and	the	supposed	rationale?	
•  Study	the	effect	of	different	explanations	on	human:	For	example,	is	a	
longer	evaluation	makes	people	harder	to	understand?	
•  If	we	understand	that,	it	helps	to	generate	better	explanations	



Definition of explanation 

•  In	the	form	of	Decision	sets:	

•  Each	line	contains	a	clause	in	disjunctive	normal	form	(an	or-of-ands)	
of	the	inputs,	which,	if	true,	provides	a	way	to	verify	the	output	(also	
in	disjunctive	normal	form).	



Test interface 



Variables 

• V1:	Explanation	Size	-	Number	of	lines	of	explanation	
• V2:	Creating	New	Types	of	Cognitive	Chunks	–	Number	of	terms	
• V3:	Repeated	terms:	How	many	time	a	certain	term	repeated	



Experiment 

• A	total	of	600	subjects	
• On	6	experiments:	3	Variables	on	2	situations	



Experiment result 



Sanity Checks for Saliency Maps 
Julius Adebayo, Justin Gilmer, Michael Muelly, Ian Goodfellow, Moritz Hardt, Been Kim 

• An	assessment	of	different	explanation	methods(Based	on	gradient)	



Methods 

• Gradient	⊙	Input:	Elemental	wise	product	
•  Integrated	Gradients	(IG):	
• Guided	Backpropagation	(GBP)	-	negative	gradient	entries	are	set	to	
zero	while	back-propagating	through	a	ReLU	unit.	
• Guided	GradCAM:	Based	on	gradient	to	the	feature	map	of	the	last	
convolutional	unit	
•  SmoothGrad	(SG):	Smooth	the	noise	from	saliency	map	



Test 1: Model randomization: Cascading 
Randomization 
•  randomize	the	weights	of	a	model	starting	from	the	top	layer	to	
bottom	



Task 2: Data randomization 



Summary 

•  Some	existing	saliency	methods	are	independent	both	of	the	model	
and	of	the	data	generating	process	
•  Such	methods	are	unreasonable,	because	it	doesn’t	correctly	reflect	
the	quality	of	the	model	and	the	method.	


