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Local Interpretable Model-agnostic Explanations (LIME)

● Goal: identify an interpretable model over the interpretable representation 
that is locally faithful to the classifier

● Finds a representation that is understandable to humans, regardless of the 
actual features used by the model. 

● x ∊ ℝd 
 : original representation of an instance being explained

● x’ ∊ {0, 1}d’ : binary vector for its interpretable representation



Example: Interpretable Representation for Text 
Classification

● Binary vector indicating the presence or absence of a word
○ Independent of what the classifier uses (e.g. word embeddings)



Example: Interpretable Representation for Image 
Classification

● Binary vector indicating the “presence” or “absence” of a contiguous patch of similar 
pixels (a super-pixel), while the classifier may represent the image as a tensor with 
three color channels
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Explanation Models

● Original model f : ℝd→ ℝ 
● Interpretable model g ∊ G: ℝd’→ ℝ
● Domain of g is {0,1}d’ where d’ is the number of interpretable components

○ I.e. g acts over absence/presence of the interpretable components.
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● πx(z): proximity between an instance z to x, so as to define locality around x
● L(f, g, πx): measure of how unfaithful g is in approximating f in the locality 

defined by πx
●  Ω(g): measure of complexity of the explanation g (tradeoff of interpretability)



LIME

● 2 objectives: 
○ Local fidelity: minimize L(f, g, πx) 
○ Interpretability: minimize Ω(g) 

● The explanation produced by LIME is obtained by the following:



 Sampling for Local Exploration

● Approximate L(f, g, πx) by drawing samples, weighted by πx
● Sample instances around x’ by drawing nonzero elements of x’ uniformly at 

random (number of such draws is also uniformly sampled)
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● Approximate L(f, g, πx) by drawing samples, weighted by πx
● Sample instances around x’ by drawing nonzero elements of x’ uniformly at 

random (number of such draws is also uniformly sampled)
● Given a perturbed sample z’ ∊ {0,1}d’ (which contains a fraction of the nonzero 

elements of x’), we recover the sample in the original representation z ∊ ℝd 
and obtain f(z), which is used as a label for the explanation model.
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Sparse Linear Explanations

● Let G be the class of linear models, such that g(z’) = wg • z’  
● Use the locally weighted square loss as L

○ let πx(z) = exp(−D(x, z)2 /σ2 ) be an exponential kernel defined on some distance function D 
(e.g. cosine distance for text, L2 distance for images) with width σ.
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Are explanations faithful to the model?



Husky vs Wolf


