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Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● Authors: Minhyung Cho, Chandra Shekhar Dir, Jaehyung Lee
● Proposes method to overcome difficulty of training 

multidimensional recurrent neural network (MDRNN) using 
Hessian-free optimization

● MDRNNs have not kept up in depth with typical feedforward 
neural networks, aims to address that via Hessian-free 
optimization 



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● MDRNN’s are a generalization of RNN’s that have recurrent 
connections corresponding to the number of dimensions of 
the data

● Sequence labeling task uses connectionist temporal 
classification (CTC) as objective function

● Hessian-free optimization minimizes objective function by 
constructing and minimizing a local quadratic 
approximation (loss function L, curvature approx. G)



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● Hessian of the objective:
● Approximation to the Hessian:

○ Since it may not be positive semidefinite

● GGN can be written as:
● Convex approximation for CTC derived from GGN 

approximation    



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● CTC: Mapping from an output sequence a to scalar loss
○ Output activations at time t are normalized using softmax

● Conditional probability of the path pi is product of 
label probabilities at each timestep

● CTC loss function is sum of product of softmax components
○ Target sequence z

● CTC objective is reformulated to separate non-convexity



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● Reformulated CTC function:
● GGN approximation of reformulated CTC function gives a 

convex approximation for Hessian of CTC



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● GGN is identical to Fisher information matrix
● Proposed approximation has expectation-maximization 

interpretation



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks

● Datasets used: IFN/ENIT Database of handwritten arabic 
words, TIMIT corpus for speech recognition

● Experiment setup: Evaluated against stochastic gradient 
descent using LSTM networks

● Conclusion: Applying Hessian-free optimization to a 
convex approximation of the CTC loss function led to 
significant improvements in handling handwriting 
recognition



Hessian-free Optimization for Learning Deep 
Multidimensional Recurrent Neural Networks



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks

● Authors: Behnam Neyshabur, Ruslan Salakhutdinov, Nathan 
Srebro

● Proposes an approximate steepest descent method with 
respect to a path-wise regularizer 

● Investigates whether L2 geometry is the appropriate 
geometry for the space of deep neural networks



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks

● Considers geometry inspired by max-norm regularization
○ Uses minimum max-norm over all rescalings of weights to achieve 

rescaling invariance

● Focuses specifically on networks using RELU activation 
function

○ Due to RELU activation having non-negative homogeneity

● Rescaling function multiplies incoming edges by c and 
outgoing edges by 1/c 



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks

● Goal is to minimize objective of the form:
● Updates are of the form:
● Gradient descent is not rescaling invariant
● Balanced Network: incoming weights to different units are 

roughly the same
○ Gradient descent can “blow up” in unbalanced networks

● Group norm and max norm  



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks

● Per-unit L2 regularization has been shown to be very 
effective in the case of RELU activation functions

○ Potentially due to rebalancing such that hidden units have same norm



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks

● Compare PathSGD to SGD and AdaGrad
○ Trained with both unbalanaced and balanced initializations
○ Trained with and without dropout



Path-SGD: Path Normalized Optimization in Deep Neural 
Networks
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Path-SGD: Path Normalized Optimization in Deep Neural 
Networks

● Conclusion: Path-SGD allows effective handling of 
balanced and unbalanced RELU networks, and can 
potentially be combined with AdaGrad update for even 
better results

○ Path-SGD can be viewed as tractable approximation of natural gradient

● Future Work: Could consider other geometries, as well as 
alternatives to steepest descent
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