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Fast Training of Recurrent Networks Based on EM Algorithm 
(1998)

● Authors: Sheng Ma, Chuanyi Ji
● Proposes internal-representation-based training of 

recurrent networks using EM
○ Prior work was based off of heuristics for internal targets
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● First establishes probabilistic models for targets of 
recurrent network hidden units

● Then uses EM + mean-field approximation to decompose 
training into a set of feedforward neurons

● Considers discrete-time recurrent networks with sigmoid 
activations
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● Overview of EM: Introduce hidden variables with missing 
data (Dmiss), original data (Di), complete data (Dc)

○ E step:
○ M step:

● Choose hidden random vars in EM to be the desired hidden 
targets

○ Markov property for modeling recurrent networks probabilistically 
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● Uses Gaussian to model conditional probability 
distributions due to correspondence with quadratic errors
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● Can now apply established probabilistic models to EM
● Use self-consistent mean-field approximation to 

approximate EM integral
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● Mean-field approximation reduces maximization step to 
training a single sigmoidal neuron 
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● Reduce nonlinear optimization of single neuron to linear 
using taylor series expansion
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● Conclusion: Significant speed increase due to reducing 
training recurrent nets to training of individual neurons
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