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Deep Compression: Compressing Deep Neural Networks 
(ICLR 2016)

● Authors: Song Han, Huizi Mao, William J. Dally
● Goal: reduce computational and memory intensiveness of 

neural networks through pruning, quantization, and 
encoding

● Has immediate applications to mobile development using 
neural nets
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● Goal is to reduce storage and energy of neural network 
models so as to employ them on mobile devices

● Key insight is that pruning and quantization can be done 
without interfering with one another

● Network pruning is done by first learning all 
connections, then removing weights below a certain 
threshold



Deep Compression: Compressing Deep Neural Networks 
(ICLR 2016)



Deep Compression: Compressing Deep Neural Networks 
(ICLR 2016)

● Uses compressed sparse row (CSR) + storing index 
difference instead of absolute position to store pruned 
weights

● Reduce number of connections needed to be stored by 
sharing weights across connections

○ Weights quantized into bins
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● Use k-means to determine which weights are shared for 
each layer of a network

○ 3 different centroid initialization methods: forgy (random), 
density-based, and linear

● During backprop, the gradient for each shared weight is 
calculated and used to update the shared weight

● Huffman encode quantized weights to further save space
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● Quantization works well with pruning, because the number 
of centroids is fixed while there are fewer weights
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● Conclusion: deep compression significantly compresses 
networks without affecting accuracy

● Future work: quantized network with weight sharing 
requires either customized gpu kernels or specialized 
asic architecture


