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Abstract

Abstract: Deep neural networks have emerged as a widely used and effective means for tackling
complex, real-world problems. However, a major obstacle in applying them to safety-critical
systems is the great difficulty in providing formal guarantees about their behavior. We present a
novel, scalable, and efficient technique for verifying properties of deep neural networks (or
providing counter-examples). The technique is based on the simplex method, extended to
handle the non-convex Rectified Linear Unit (ReLU) activation function, which is a crucial
ingredient in many modern neural networks. The verification procedure tackles neural networks
as a whole, without making any simplifying assumptions. We evaluated our technique on a
prototype deep neural network implementation of the next-generation airborne collision
avoidance system for unmanned aircraft (ACAS Xu). Results show that our technique can
successfully prove properties of networks that are an order of magnitude larger than the largest
networks verified using existing methods.
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Verification of Machine Learning Models

Neural Networks are popular. Applications of Neural Networks are
widespread.

However, it has been observed that DNNs can react in unexpected
and incorrect way. (Adversarial samples)

Automatic verification tools are needed.

However, it’s hard.
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Hardness of verify DNN model

DNNs are large, non-linear and non-convex systems.

Verify even simple properties of DNN is NP-complete.

Current tools can only work on very small models (A single hidden
layer, with 10 to 20 hidden nodes).
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NP-Complete

Suppose φ = φ1(x) ∧ φ2(y), where x is the input and y is the output
of DNN (which only include relu activation). Then determining
whether φ is satisfiable is NP-complete.
Proof:
1. NP. As a pair of answer can be easily checked in polynomial time.
2. NP-Hard. 3-SAT formula can be convert to the DNN form.
3-SAT: ψ = C1 ∧ C2 ∧ .. ∧ Cn, each Ci is disjuction of three literals
q1 ∨ q2 ∨ q3.
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Satisfiability Modulo Theories

Satisfiability Modulo Theories(SMT): generally, a formula in
first-order logic.

Example:

Could be viewed as an extension to SAT.
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Solving Satisfiability Modulo Theories

Need additional restrictions applied on SMT to have efficient solver

In DNN case, we focus on a special linear form, in which
{+,−, ·,≤,≥} are supported operations, and · only work on one
variable and one constant.

Can be rewritten into the form
∑

xi
cixi ./ d , in which ./∈ {=,≤,≥}.

Called “Linear atoms”

Linear Atoms can be solved with an algorithm called the simplex
method.
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Simplex Algorithm: Setting

A state of the simplex algorithm is the tuple 〈B,T , l , u, a〉 or
{SAT,UNSAT}
B: A set of basic variables

T: tableau, contains how a basic variable are the combination of
nonbasic varabiles. Equation: xi =

∑
xj /∈B cjxj

l,u: Current lower and upper bound for variable xi

a: assignment of the variables, maps the variable to a real value
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Simplex Algorithm

Each time follows a rule
Simplex algorithm has been proven to be sound and complete.
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Reluplex

Linear atoms work for most cases in DNN, but not for the activation
functions.

Idea: Encode a single ReLU node v as a pair of variables, vb and vf ,
and then assert ReLU(vb,vf ).
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Reluplex: Update rules

Need to add additional rules

Update b and Update f coordinate the variables “before” and “after”
the Relu operation.
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Experiment

Compare to other SMT and LP solvers. Clearly, previous models don’t
accept all kinds of inputs.
Model in the test: 6 layer with 300 relus.
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Experiment

Result of properties.
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Experiment - Adversarial Robustness

Check for a certain point x, whether for every x ′ that |x ′ − x |∞ < δ,
the output are the same.
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