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Outline

• Engel,	J.,	Hoffman,	M.,	&	Roberts,	A.	(2017).	Latent	constraints:	
Learning	to	generate	conditionally	from	unconditional	generative	
models.	arXiv preprint	arXiv:1711.05772.



Latent	Constraints:	Learning	to	Generate	
Conditionally	from	Unconditional	Generative	
Models
• Use	additional	training	on	generator	model	to	sharpen	it,	make	it	
conditioning	on	label
• Report	to	have	better	performance	than	CVAE	and	CGAN



Previous	approaches

• CGAN	and	CVAE	can	generate	samples	conditioned	on	attribute	
information	when	available,	but	
• 1.	they	train	with	knowledge	of	the	attribute	labels	for	the	whole	
training	set,	and	it	is	not	clear	how	to	adapt	them	to	new	attributes	
without	retraining	from	scratch
• 2.	CGANs	and	CVAEs	suffer	from	the	same	problems	of	mode-collapse	
and	blurriness	as	their	unconditional	cousins



Process



Critic:	Use	CGAN	on	VAE

• Critic	Loss	[GAN]



Experiment	– Identity	perserving



Conditional	Image	Synthesis	with	Auxiliary	
Classifier	GANs

• 𝑋"#$% 	= 	𝐺(𝑐; 	𝑧)
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Conditional	Image	Synthesis	with	Auxiliary	
Classifier	GANs

• D	maximize	𝐿/ + 𝐿1
• G	maximize	𝐿2 − 𝐿/



Result:	Diversity


