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1.	Black-box	Adversarial	Attacks	with	Limited	
Queries	and	Information
Andrew	Ilyas Logan	Engstrom Anish	Athalye Jessy	Lin

• ICML	2018
• Propose	method	for	3	different	black-box	settings
• Goal:	Limit	queries	attack

• Black-box	attacks:
• 1.	Set	a	substitute	model
• 2.	Approximate	Gradient



Settings	of	black-box	attack

• 1.	With	output	probability
• 2.	With	output	score	but	not	probability	(Partial	 information)
• 3.	Have	label	only



Black-box	attack	with	probability

• Estimate	gradient	
directly	using	small	
perturbation



Black-box	attack	with	partial	score

• Start	from	a	sample	with	target	class
• Repeat:
• Do	a	projection	from	current	sample	to	the	
nearest	of	original	sample
• Perturb	the	image	to	maximize	the	
probability	of	target	class	



With	pure	label

• Assign	a	score	R	of	an	adversarial	sample:
• Ranking	of	the	adversarial	label:	𝑅 𝑥# = 𝑘	 − 𝑟𝑎𝑛𝑘(𝑦-./|𝑥#)
• Sample	multiple	random	perturbations	around	𝑥#,	do	the	check	of	the	R	
score(	to	get	some	sort	of	robustness):	𝑆 𝑥# = 𝐸4~6 78,8 [𝑅(𝑥# + 𝛿)]

• Use	S	score	as	the	score	in	the	partial	algorithm



Experiment	result



2.	Practical	Black-Box	Attacks	against	Machine	
Learning
Nicolas	Papernot,	Patrick	McDaniel,	Ian	Goodfellow,	Somesh Jha,	Z.	Berkay Celik,	Ananthram Swami

• 2017	ACM	Asia	Conference	on	Computer	and	Communications	
Security
• Two	steps:
• 1.	Query	to	build	a	substitute	model
• 2.	Craft	adversarial	samples



Substitute	DNN	training
• Random	Noise:	No,	as	noise	doesn’t	
represent	input	distribution
• Identifying	directions	in	which	the	
model’s	output	is	varying,	around	an	
initial	set	of	training	points.
• “Jacobian-based	dataset	augmentation”



“Jacobian-based	dataset	augmentation”

• Goal:	Find	the	direction	of	varying	output	



Experiment	result



3.	Simple	Black-Box	Adversarial	Perturbations	
for	Deep	Networks
• Arxiv 2016
• Reject	by	ICLR	2017



Simple	attack	– Change	1	pixel

• Change	1	pixel	–
with	enormous	
change
• P=100	in	their	
example



Prior	convictions:	Black-box	Adversarial	Attacks	
with	Bandits	and	Priors
Andrew	Ilyas,	Logan	Engstrom,	Aleksander Madry

• Summary:
• Claim	gradient	estimation	is	an	accurate	and	easy	way	to	generate	adversarial	
samples
• Claim	prior	of	the	gradient	is	important,	and	define	two	such	priors
• Propose	bandit	to	estimate	the	priors



Background:	Adversarial	attack

• Adversarial	sample	problem:

• L	is	not	convex,	therefore,	often	solved	by	first	order	methods,	especially	
projected	gradient	descent:

• 𝐵?(𝑥, 𝜖) stands	for	𝑙? norm	ball	of	radius	𝜖 around	𝑥



Background:	Black-box	attacks

• We	can	estimate	the	gradient	with	direct	value	queries:

• Direct	way:

• However,	requires	a	lot	of	queries.	
• Inception	net	on	Imagenet has	268,203	dims
• 3*224*224	=	150,528
• Which	means	10D level	of	queries



However,	don’t	need	perfect	gradient

• With	only	part	of	gradient,	still	possible	to	generate	adversarial	
samples	on	ImageNet



Define:	Gradient	estimation	problem

• For	input	pair	(𝑥, 𝑦),	let	𝑔∗ = 𝛻H𝐿 𝑥, 𝑦 ,	the	goal	is	to	find	a	unit	
vector	𝑔J,	that	maximize

with	small	number	of	queries



Baseline:	Least	square	method

• Solve	an	approximation	of	the	problem:
• min

NJ
𝑔J O 		𝑠. 𝑡.𝐴𝑔J = 𝑧

• Where	A	is	a	random	Gaussian	Matrix

• This	is	the	same	with	NES(Natural	Evolution	Strategies),	which	is	a	
query	efficient	black-box	attack.
• Proved	to	be	optimal



Prior

• Though	the	random	estimator	is	optimal,	we	can	still	improve	it	by	
given	it	a	prior	on	its	random	sampling
• Random	generator	is	optimal	in	general	case,	however	we	have	extra	
information,	which	can	be	used	to	improve	the	method



Time-dependent	prior

• In	the	projected	gradient	descent	
process,	it	requires	multiple	gradients	
among	points	within	a	fixed	
boundary
• Clearly	they	can	be	used	as	a	prior
• Cos	similarity	result	show	this	works
• Simply	use	the	t-1	step	gradient	as	
the	prior	of	gradient	at	time	t



Data-dependent	prior

• Pixels	near	each	other	tends	to	be	similar,	therefore,	the	gradient	of	
them	are	also	tend	to	be	similar
• Measure	the	cos-similarity	to	an	average	blurred	input:



Bandit

• Action:	The	gradient	chose
• Loss	function:																																	,	Unknown,	but	can	be	estimated

• Use	“reduction	from	bandit	information”
• Update	rule:



Algorithm:	estimating	the	gradient



Combined	two	optimization	together


