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Learning to Rank with (a Lot of) Word Features
Bai et al - Information Retrieval 2010











Neural Machine Translation by Jointly Learning 
to Align and Translate (RNNsearch)

Bahdanau, Cho, Bengio - ICLR 2015



● Previous models encode a source sentence into a fixed-length vector from which a 
decoder generates a translation. 

● This paper allows a model to automatically (soft-)search and attend to parts of a 
source sentence that are relevant to predicting a target word



http://distill.pub/2016/augmented-rnns/
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End-To-End Memory Networks (torch code)
Sukhbaatar, Szlam, Weston, Fergus - NIPS 2015



End-To-End Memory Networks

● MemNets: Extend the capabilities of neural networks by coupling them to external 
memory resources, which they can interact with by attentional processes.
○ Can be seen as an extension of RNNsearch to the case where multiple 

computational steps (hops) are performed per output symbol. 



End-To-End Memory Networks 



End-To-End Memory Networks 

Extension to multiple 
“hops” or “layers”



Teaching Machines to Read and Comprehend
Hermann, Kočiský, Grefenstette, Espeholt, Kay, Suleyman, Blunsom - NIPS 2015



Teaching Machines to Read and Comprehend

Extend the LSTM reader for question answering by attending to certain parts of the 
document based on the query

Propose 2 Models for question answering:
1. Attentive Reader
2. Impatient Reader



Teaching Machines to Read and Comprehend

Attentive Reader: 
● Encoding u of query is a concatenation of LSTM output of query.
● Encoding r of the document is formed by a weighted sum of LSTM output of doc
● Question is answered with joint document and query embedding via a nonlinear function



Attentive Reader: 
● Encoding u of query is a concatenation of LSTM output of query.
● Encoding r of the document is formed by a weighted sum of LSTM output of doc
● Question is answered with joint document and query embedding via a nonlinear 

The Attentive Reader can be viewed as a generalisation of 
Memory Networks for question answering. MemNets employ 
an attention mechanism at the sentence level where each 
sentence is represented by a bag of embeddings.

Teaching Machines to Read and Comprehend



Impatient Reader:
● Extend attentive reader by equipping the model with the ability to reread from the 

document as each query token is read

Teaching Machines to Read and Comprehend



Hierarchical Attention Networks for Document Classification
Yang, Yang, Dye , He, Smola, Hovy - NAACL 2016



Hierarchical Attention Networks for Document Classification



Neural Turing Machines (torch code)
Graves, Wayne, Danihelka - 2014



Neural Turing Machines

● Similar to MemNets, except 

○ combine RNN with an external memory bank

○ have different attention method.

● The system is analogous to a Turing Machine but is differentiable 
end-to-end 

● NTMs can infer simple algorithms such as copying and sorting

http://distill.pub/2016/augmented-rnns/



Neural Turing Machines



Neural Turing Machines

How do NTMs decide which positions in memory to focus their attention on? 

● Use a combination of two different methods
○ Content-based attention allows NTMs to search through their memory 

and focus on places that match what they’re looking for
○ Location-based attention allows relative movement in memory, enabling 

the NTM to loop



Neural Turing Machines

Location-based Attention

In certain tasks the content of a variable is arbitrary, but the variable still needs a 
recognisable name or address. 

● E.g. arithmetic problems: the variable x and the variable y can take on any two 
values, but the procedure f(x, y) = x*y should still be defined. 

● A controller for this task could take the values of the variables x and y, store 
them in different addresses, then retrieve them and perform a multiplication 
algorithm. 
● In this case, the variables are addressed by location, not by content.



Neural Turing Machines

Repeat copy

Copy



Generating Images from Captions with Attention (theano code)
Mansimov, Parisotto, Lei Ba, Salakhutdinov -  ICLR 2016



Generating Images from Captions with Attention 

Iteratively draw patches on a canvas, while attending to the relevant words in the description.



Sequence to Sequence Learning with Neural Networks
Sutskever et al - NIPS 2014



Machine Translation using RNNs

Inputs: sequence of words  x1,x2, ... ,xT  

Output:  sequence of words  y1,y2, ... ,yT′    



Machine Translation using RNNs

v  = LSTM output of the input sequence = LSTM(x1, . . . , xT) 

Basic RNN:

RNN for translation:



2 main contributions

1. Use 2 different LSTMs
○ 1 encoder, 1 decoder

2. Reverse input order
○ a,b,c → w,x,y,z
○ c,b,a → w,x,y,z



Order Matters: Sequence to sequence for sets
Vinyals et al - ICLR 2016



Recall: Machine Translation using RNNs



Input Sets

When the input X corresponds to a sequence (e.g. a sentence), 
reasonable to use an RNN
● How should we encode X if it does not correspond naturally to a 

sequence (e.g. an unordered set of elements)?

Input: unordered set  {x1,x2, ... ,xs}

Output:  sequence corresponding to the set  y1,y2, ... ,yt  



Input Sets

Task: Sorting n numbers

Approach:  Define a model which input order invariant while also 
using a memory that increases with the size of the set



Read, Process, Write



Pointer Networks
Vinyals et al - NIPS 2015



Pointer Networks
Vinyals et al - NIPS 2015



Pointer Networks


