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Introduction

Variational inference (VI) is a framework for approximating an
intractable distribution by optimizing over a family of tractable
surrogates

Traditional VI algorithms iterate over the observed data and update
the variational parameters with closed-form coordinate ascent updates
that exploit conditional conjugacy

This style of optimization is challenging to extend to large datasets
and non-conjugate models
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Stochastic and Amortized Variational inference

the variational parameters for each data point are randomly initialized
and then optimized to maximize the evidence lower bound (ELBO)
with, for example, gradient ascent

These updates are based on a subset of the data, making it possible
to scale the approach.

amortized variational inference, the local variational parameters are
instead predicted by an inference (or recognition) network

which is shared (i.e. amortized) across the dataset.

VAEs utilize AVI for inference and jointly train the generative model
alongside the inference network.

Reviewed by : Arshdeep Sekhon (University of Virginia)Summer Review 10Semi Amortized Variational AutoencodersYoon Kim1,SamWiseman1,AndrewC .Miller1,DavidSontag2andAlexanderM.Rush1ICML2018PaperLink3 / 14

https://arxiv.org/pdf/1802.02550.pdf


SVI vs AVI

(+) SVI gives good local (i.e. instance-specific) distributions within
the variational family

(-) but requires performing optimization for each data point

AVI has fast inference,

(-) but having the variational parameters be a parametric function of
the input may be too strict of a restriction

(-) hence,its parameters may be updated based on suboptimal
variational parameters

amortization gap (the gap between the log-likelihood and the ELBO
due to amortization) can be significant for VAEs, especially on
complex datasets
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Background: Notation

f : Rm → R scalar valued function

partitioned inputs: [u1, . . . , um]

Σm
i=1dim(ui ) = n
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Background:Variational Inference

z ∼ p(z)

x ∼ p(x |z , θ)

ELBO(λ, θ, x): logp(x ; θ) ≥ Eq(z;λ)[logp(x |z)]− KL[q(z ;λ)||p(z)]

given a dataset x1, . . . , xN and need to find variational parameters
λ1, . . . , λN and generative model parameters that jointly maximize
ELBO
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SVI

Sample x ∼ pD(x)

Randomly initialize λ0

For k = 0, . . . ,K − 1

λk + 1 = λk + α∇lambdaELBO(λk ; θ; x)

4. Update θ based on ∇θELBO(λk ; θ; x)

because of this block coordinate ascent approach the variational
parameters, λ are optimized separately from θ, potentially making it
difficult for θ to adapt to local optima.
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AVI

Sample x ∼ pD(x)

2. Set λ0 = enc(x ;φ)

3. Update θ based on ∇θELBO(λk ; θ; x) (which in this case is equal
to the total derivative)

4. Update φ based on
d(ELBO(λ, θ, x))

dφ
=

dλ

dφ
∇φELBO(λ, θ, x)

The inference network is learned jointly alongside the generative
model with the same loss function, allowing the pair to coadapt.

requiring the variational parameters to be a parametric function of the input may be too strict of a restriction and can

lead to an amortization gap. This gap can propagate forward to hinder the learning of the generative model if θ is

updated based on suboptimal λ. While we describe the various algorithms for a specific data point, in practice we use

mini-batches.
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Semi-Amortized Variational Autoencoders

utilize an inference network over the input to give the initial
variational parameters

subsequently run SVI to refine them.

Sample x ∼ pD(x)

2. Set λ0 = enc(x ;φ)

3. For k = 0, . . . ,K − 1, set λk+1 = λk + α∇lambdaELBO(λk ; θ; x)

4. Update θ based on
d(ELBO(λk ; θ; x))

d(θ)

5. Update φ based on
d(ELBO(λK ; θ; x))

d(φ)
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savae chain rule
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SVAE Algorithm
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Results
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