
Summer Review 2
Hard Attention

Show, Attend and Tell: Neural Image Caption Generation with Visual Attention
Recurrent Models of Visual Attention

Multiple Object Recognition with Visual Attention

Reviewed by : Arshdeep Sekhon

1Department of Computer Science, University of Virginia
https://qdata.github.io/deep2Read/

Reviewed by : Arshdeep Sekhon (University of Virginia)Summer Review 2Hard Attention Show, Attend and Tell: Neural Image Caption Generation with Visual Attention Recurrent Models of Visual Attention Multiple Object Recognition with Visual Attention1 / 17

https://arxiv.org/abs/1502.03044
https://papers.nips.cc/paper/5542-recurrent-models-of-visual-attention.pdf
https://arxiv.org/abs/1412.7755
https://qdata.github.io/deep2Read/
https://arxiv.org/abs/1502.03044
https://papers.nips.cc/paper/5542-recurrent-models-of-visual-attention.pdf
https://arxiv.org/abs/1412.7755


Show, Attend and Tell: Neural Image Caption Generation
with Visual Attention

The Task

Image captioning with two types of attention: ‘hard’ and ‘soft’

Input: Image
Use a CNN to extract images: {a1, · · · , aL} in ai ∈ RD

Output is {y1, · · · , yC} in yi ∈ RK

Figure: Caption
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Common framework

ht = LSTM(ẑt ,Eyt−1, ht−1)

eti = fatt(ai ,ht)

αt i = Softmax(eti ) over L image features

ẑt = φ({ai}, {αi})
Prediction: p(yt |a, yt−1) ∝ exp(L0(Ey t−1 + Lhht + Lz ẑt))
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Hard Attention

Key Idea

st,i is an indicator one-hot variable which is set to 1 if the i-th location
(out of L) is the one used to extract visual features. By treating the
attention locations as intermediate latent variables, we can assign a
multinoulli distribution.

p(st,i = 1|sj<t , a) = αt,i

ẑt =
∑

i=1 st,iai

Minimize variational lower bound on the marginal log-likelihood
log(p(y |a))

log(p(y |a)) = log
∑
s

p(s|a)p(y |s, a) (1)

≥
∑
s

p(s|a)logp(y |s, a) (2)
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Training Hard Attention

∂Ls
∂W

=
∑
s

p(s|a)
[∂log p(y |s, a)

∂W
+ ∂log p(y |s, a)

p(s|a)

∂W

]
(3)

st ∼ MultinoulliL({αi}) (4)

∂Ls
∂W

≈ 1

N

∑
s

p(sn|a)
[∂log p(y |sn, a)

∂W
+ log p(y |sn, a)

∂p(sn|a)

∂W

]
(5)
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Soft Attention

Take direct expectation of ẑt :

Ep(st |a)[ẑt ] =
L∑

i=1

αt,iai (6)

a deterministic soft attention model

Another variation: Doubly stochastic attention∑
t αt,i ≈ 1
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RAM:Recurrent Models of Visual Attention

Glimpse Sensor : zt = fg (xt , lt−1)

Internal State: ht = LSTM(ht−1, zt) of LSTM

Actions: at , lt : find next state or perform some action

lt ∼ p(|̇fl(ht ; θl))

The policy for the locations l was defined by a two-component
Gaussian with a fixed variance. The location network outputs the
mean of the location policy at time t

at ∼ p(|̇fa(ht ; θa))

Reward: R =
∑T

t=1 rt

Partially Observable Markov Decision Process

States not directly observable, learn stochastic policy π((at , lt)|s1:t ; θ)
s1:t = x1, a1, l1, x2, a2, l2, . . . , xt , at−1, lt−1

Reviewed by : Arshdeep Sekhon (University of Virginia)Summer Review 2Hard Attention Show, Attend and Tell: Neural Image Caption Generation with Visual Attention Recurrent Models of Visual Attention Multiple Object Recognition with Visual Attention7 / 17

https://arxiv.org/abs/1502.03044
https://papers.nips.cc/paper/5542-recurrent-models-of-visual-attention.pdf
https://arxiv.org/abs/1412.7755


Training using REINFORCE algorithm

J(θ) = Eps1:T ;θ

[ T∑
t=1

rt
]

= Eps1:T ;θ
R (7)

J(θ) = Eps1:T ;θ
∇θ log π(ut |s1:t ; θ)R (8)

J(θ) =
1

M

M∑
i=1

∇θ log π(uit |s i1:t ; θ)R i (9)
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Multiple Object Recognition with Visual Attention

Task is Object Classification after G glimpses

Same as above RAM (architecture) and Show, Attend and Tell
(optimization)

No prediction at each glimpse∑
`

p(`|I ,W ) log p(y |`, I ,W ) (10)

Figure: Optimization
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Optimization

Figure: Optimization
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Experiments

Figure: RAM and DRAM results for object classification
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Experiments

Figure: Image Captioning Results
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Extra for REINFORCE Algorithm

http:

//cs231n.stanford.edu/slides/2017/cs231n_2017_lecture14.pdf
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REINFORCE

Figure:
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Lower bound

Figure:
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Lower bound

Jensen’s Inequalityon the log probability of observations

Figure:
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