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Show, Attend and Tell: Neural Image Caption Generation

with Visual Attention

Image captioning with two types of attention: ‘hard’ and ‘soft’ I

@ Input: Image
@ Use a CNN to extract images: {a1,---,a.} in a; € RP
o Output is {y1,---,yc}in yi € R

s 3

14x14 Feature Map

L.Input 2. Convolutional 3. RNN with attention 4. Word by
Image  Feature Extraction over the image word
generation)
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Common framework

ht = LSTM(it) E}/t—la htfl)
et = fare(ai, he)

z = ¢({ai}, {i})

°
°

@ «i = Softmax(ey;) over L image features

°

o Prediction: p(ye|a, ye_1)  exp(Lo(Ey,_1 + Luh + L,2,))
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Hard Attention

Key Idea

s¢,i is an indicator one-hot variable which is set to 1 if the i-th location
(out of L) is the one used to extract visual features. By treating the
attention locations as intermediate latent variables, we can assign a
multinoulli distribution.

° P(St,i = 1|Sj<t7 a) = Ot i

© Zg =13 i _1Stidi

@ Minimize variational lower bound on the marginal log-likelihood
log(p(yla))

log(p(yla)) = /ngp sla)p(yls, a) (1)

> p(sla)logp(yls, a) (2)
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Training Hard Attention

iy = 3 plla) LTS < aegprls S50
s¢ ~ Multinoullip ({«;}) (4)
aW N ZP s"|a) [MH% p(y\S",a)W} (5)
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Soft Attention

@ Take direct expectation of Z;:

L
Ep(srla) [zAt] = Z Qi idj (6)
i=1
@ a deterministic soft attention model
@ Another variation: Doubly stochastic attention
° Zt at’i ~ 1
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RAM:Recurrent Models of Visual Attention

Glimpse Sensor : z; = fg(x¢, li—1)

Internal State: hy = LSTM(h¢_1,z;) of LSTM

Actions: a;, I;: find next state or perform some action

le ~ p(|fi(he; 01))

The policy for the locations | was defined by a two-component

Gaussian with a fixed variance. The location network outputs the
mean of the location policy at time t

@ ar ~ P(ifa(ht? 0a))
@ Reward: R = 2;1 re

Partially Observable Markov Decision Process

States not directly observable, learn stochastic policy 7((at, /t)|s1:t; 6)
S1:t = X1, 41, I17X27 a, /27 -y Xty dt—1, It—l
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Training using REINFORCE algorithm

T
PslTe[Zrt} P51T6 (7)

t=1
J(0) = Ep, _,Volog m(u|s1.t; O)R (8)
1 U o ,
J(9) = W ; Ve log w(ullsi .; 0)R’ (9)
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Multiple Object Recognition with Visual Attention

@ Task is Object Classification after G glimpses

@ Same as above RAM (architecture) and Show, Attend and Tell
(optimization)

@ No prediction at each glimpse

> p(t]1, W) log p(ylt, 1, W) (10)
4

0F _ Ologp(yl,, W) Op(1|1, W)
aW-;puu,m W +;10gp(yu,f,W> W

logp(yll, W)
oW

dlogp(l/1,W)

- Yl w) o

l

+logp(y[L, I, W)

Figure: Optimization
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Optimization

A

™~ (L W) = N (L1, )

walifmwwﬁLm
W M oW

m=1

- Qlogp(I™ILW
+10gp(y\lm,l,W)M]

w

Figure: Optimization
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Figure: RAM and DRAM results for object classification
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BLEU
Dataset Model BLEU-1  BLEU- BLEU-3 | BLEU-4 | METEOR
Google NIC(Vinyals et al., 2014) 0 41 n — —
Flckesk Log Bilinear (Kiros et al,, 20142)° 056 424 217 117 1731
Soft-Attention 67 48 299 19.5 1893
Hard-Attention 67 457 34 A3 W0
Google NICT* 66.3 43 217 183 -
. Log Bilinear 60.0 38 254 17.1 16.88
Flcelk Soft-Attention 67 44 8§ 191 1849
Hard-Attention 69 439 296 199 1846
CMUMS Research (Chen & Zitnick, 2014)*  — — - - 2041
MS Research (Fang et al, 2014)f — — — — 2071
BRNN (Karpathy & Li, 2014)° 04.2 451 304 203 -
C0Co Google NIC*Z 666 41 Ny U6 —
Log Bilinear® 708 489 344 U3 2003
Soft-Attention 0.7 492 344 U3 2390
Hard-Attention 718 504 KA1 | 23,04

Figure: Image Captioning Results
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Extra for REINFORCE Algorithm

http:
//cs231n.stanford.edu/slides/2017/cs231n_2017_lecturel4.pdf
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REINFORCE

REINFORCE algorithm

Expected reward:  J(§) = B,y [r(7)]

- [ it

e A : o _ . Intractable! Gradient of an
Now let's differentiate this: V. (f) = / r(r)Vp(r;8)dr expectation is problematic when p

T depends on 8

However, we can use a nice rick: (- 6) = p(r:6) Voplr:9) _ p(r;8)Vslogp(r;)
If we inject this back: 0 p(m0) '
VeJ(6) = / (r(r)Viglog p(;6)) p(; 6)dr
" Can estimate with
=Ernp(r9) [r(r)V logp( 9)_ Monte Carlo sampling
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Lower bound

Jensen’s Inequalityon the log probability of observations

Inp(y) = £ + Dgr.

where
. Py, 5y
L= g(s) log
Z 7108 =i
and
Pisly)
Dy = — 5} 1oy z
L Z‘ql\) e PTe

So that using

Py, s) = p(ylsigls).

we have

Inp(y) = 3 gis) log PO D
g
5
s
- E g(s) log PUIS)Gs) + Dyt
()

> ats)log p(yls) + Dxr

5

= L.+ Dxer

Now since Dgy > 0 we have L, < log p(¥) which is the sense in which it is a "lower bound” on the log
probabi To complete the conversion to their notation just add the additional conditional dependence on a.
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