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What are Hypernetworks?

Use a smaller network to generate weights for a larger network

HyperNetwork

Reviewed by : Arshdeep Sekhon Review Series of Recent Deep Learning Papers:Parameter Prediction Paper: HyperNetworksAugust 25, 2018 2 / 14



Why Hypernetworks?

1 If the Hypernetwork is smaller than the main network, less number of
trainable parameters

2 Relaxed form of Weight Sharing

1 CNNs: No weight sharing at all between layers
2 HyperNetworks can be used to encourage weight sharing in CNNs.
3 RNNs: Weights are shared between timesteps
4 Standard RNN

ht = φ(Whht−1 + Wxxt + b) (1)

5 weights Wh and Wx are shared between timesteps X = (x1, x2, · · · , xT )
6 Can also be used to make weights different at timesteps in RNNs.
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Dynamic Hypernetworks: HyperRNN

HyperRNN

HyperRNN

MainRNN: Standard RNN

HyperNetwork: generates weights Wh and Wx for MainRNN that
are different for different timesteps
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Dynamic Hypernetworks: MainRNN

Standard RNN

ht = φ(Whht−1 + Wxxt + b) (2)

MainRNN

ĥt = φ(Wh(zh)ht−1 + Wx(zx)xt + b(zb)) (3)

zh,zb and zx are outputs of HyperNetwork

Wh(zh) =<Whz , zh > (4)

Wh(zx) =<Wxz , zx > (5)

b(zb) = Wbzzb + b0 (6)

Whz ε RNh×Nh×Nz Wxz ε RNh×Nx×Nz Wbz ε RNh×Nz

<,> denotes a tensor product: A ε Rm×n×p,Bε Rp, < A,B > ε Rm×n
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Dynamic Hypernetworks: HyperRNN

HyperNetwork

x̂t =

(
ht−1

xt

)
(7)

ĥt = φ(Wĥ
ˆht−1 + Wx̂ x̂t + b) (8)

zh = LinearLayer1( ˆht−1) (9)

zx = LinearLayer2( ˆht−1) (10)

zb = LinearLayer3( ˆht−1) (11)

Whz ε RNh×Nh×Nz Wxz ε RNh×Nx×Nz Wbz ε RNh×Nz

ĥt−1 ε RNĥ
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Dynamic Hypernetworks: Modification to HyperRNN

MainRNN: More Memory Efficient

Scale each row of Wh linearly by an element in d where d(z) is a linear
function of z.

ht = φ(dh(zh)�Whht−1 + dx(zx)�Wxxt + b(zb)) (12)

dh(zh) = Whzzh (13)

dh(zx) = Wxzzx (14)

b(zb) = Wbzzb + b0 (15)

dh(zh)�Wh =

( d0(z)W0

d1(z)W1

· · ·
dNh

(z)WNh

)
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Static Hypernetworks for CNNs

Consider a CNN layer: Nin input channels, Nout input channels, and
fsize × fsize filter size
Total number of parameters = Nin × Nout × fsize × fsize
Say the weights for each layer j are stored in a matrix K j of size
Ninfsize × fsizeNout for layer j

Caption
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Static Hypernetworks for CNNs

1 Each layer j = 1, · · · ,D in CNN has a matrix K j and an embedding z j

2 The embedding matrix for all the layers ZεNz × D.

3 HyperNetwork is a two layer linear network that generates weights for
each layer

4

K j = HyperNetwork(z j) (16)
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Static Hypernetworks for CNNs

K j = HyperNetwork(z j)

aji = Wiz
j + Bi ∀i = 1, · · · ,Nin, ∀j = 1, · · · ,D (17)

Wi ε Rd×Nz Wout ε Rfsize×Nout fsize×d

K j
i =<Wout , a

j
i > +Bout ∀i = 1, · · · ,Nin, ∀j = 1, · · · ,D (18)

K j =
(
K j
1 K j

2 · · · K j
i · · · K j

Nin

)
(19)
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Static Hypernetworks: Weight Sharing for CNNs

1 Weight sharing

2 total number of learnable parameters are now
Nz × D + (Nz + 1)× Ni + fsize × Nout × fsize × fsize × (d + 1) in
comparison to
D × Nin × fsize × Nout × fsize
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Thoughts/Ideas

1 Use different signal for hypernetwork

2 but how to extend for 5 Histone Modifications?
3 Could this be an alternative to set modeling using RNNs

1 Take 5 HMs as 5 hypernetworks get individual embeddings
2 simple concatenation and predict parameters the same way as with one

hypernetwork?
3 no problem of ordering because the inputs to hypernetwork are taken in

a parallel way for each timestep t , the tth bin is considered.
4 concatenation order doesnt matter because it’s a simple mlp? (when

converting to weights
5 but how to add attention?
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Results

PennTreeBank Language Modeling

1 LSTM has 128 units

2 Embedding size of 4

3 Large Embedding 16
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Results

Hutter Prize Wikipedia Language Modeling

1 Basic HyperLSTM has 256 units
2 Embedding size of 64
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