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Prior Work

Prior work repurposed classifiers to perform
detection, running classifier on various regions of
Image
Deformable Parts Model (DPM)
o Sliding window approach, pipeline to:
m Extract features
m Classify regions
m Predict bounding boxes
R-CNN:
o Region proposal instead of sliding windows
o Fast/Faster R-CNN use NNs to propose regions



YOLO Detection System

1. Resize image.
2. Run convolutional network.
3. Non-max suppression.

Figure 1: The YOLO Detection System. Processing images
with YOLO is simple and straightforward. Our system (1) resizes
the input image to 448 x 448, (2) runs a single convolutional net-

work on the image, and (3) thresholds the resulting detections by
the model’s confidence.



YOLO Model
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Figure 2: The Model. Our system models detection as a regres-
sion problem. It divides the image into an S x S grid and for each
grid cell predicts B bounding boxes, confidence for those boxes,

and C' class probabilities. These predictions are encoded as an
S x S x (Bx5+ C) tensor.



Network Design
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Figure 3: The Architecture. Our detection network has 24 convolutional layers followed by 2 fully connected layers. Alternating 1 x 1
convolutional layers reduce the features space from preceding layers. We pretrain the convolutional layers on the ImageNet classification
task at half the resolution (224 x 224 input image) and then double the resolution for detection.



Training

e Pretrain first 20 layers on ImageNet, then convert
to detection by adding last 4 conv, 2 FC layers

e Use sum-squared error because easy to optimize

e To avoid model instability due to gradient from
cells w/o objects, weight loss from bounding box
predictions higher and weight confidence
predictions for boxes without objects lower

e (Change in width/height of bounding box matters
more for smaller objects than larger
o Take square root to reflect this



Training Loss
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Non-Maximal Suppression

e Use during inference to avoid overlapping
predictions




Limitations

e Each grid cell limited to
B=2 boxes and 1 class
o Struggles with many
small objects such as
flocks of birds
e Loss function treats . e st Oueap
errors in small, large Area of Union
boxes the same even
though errors in small
boxes have bigger effect
on |IOU

o Localization isn't great




Results: PASCAL VOC 2007

Real-Time Detectors Train mAP FPS
100Hz DPM [2 1] 2007 16.0 100
30Hz DPM [ 1] 2007  26.1 30
Fast YOLO 200742012 52.7 155
YOLO 200742012 634 45
Less Than Real-Time

Fastest DPM [ 5] 2007 304 15
R-CNN Minus R [20] 2007 53.5 6
Fast R-CNN [ 4] 2007+2012 70.0 0.5
Faster R-CNN VGG-16[2%] 2007+2012  73.2 v
Faster R-CNN ZF [25] 200742012  62.1 18
YOLO VGG-16 200742012 664 21
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Results: Error Analysis

Fast R-CNN YOLO
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Results: Combining Fast R-CNN and

YOLO
mAP Combined Gain
Fast R-CNN 7138 - -
Fast R-CNN (2007 data) 66.9 12.4 .6
Fast R-CNN (VGG-M) 59.2 72.4 .6
Fast R-CNN (CaffeNet) yid 21 3
YOLO 63.4 75.0 32
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Results: Generalization to Art

VOC 2007 Picasso People-Art

AP | AP Best F; AP

YOLO 59.2 | 53.3 0.590 45

R-CNN 542 | 104 0.226 26

DPM 43.2 | 37.8 0.458 32
Poselets [ ] 36.5 | 17.8 0.271
D&T [4] . 1.9 0.051
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Prologue: YOLOv3: An Incremental

Improvement
a8 w voLow
RetinaNet-50
6 @ - RetinaNet-101
Method mAP _time
[B] SSDaz21 280 61
[C] DSSDa21 280 85
[D] R-FCN 209 &5
[F]  [Essoss 12 125
[F] DSSD513 332 156

[G] FPN FRCN 82 172
RetnaNet-50-500 325 73
RetinaNet-101-500 344 90
RetinaNet-101-800 378 198

YOLOv3-320 282 22
YOLOv3-418 310 29
y von.qum 30 »
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Prologue: Joe Redmon

Joe Redmon
@pjreddie

| stopped doing CV research because | saw the impact
my work was having. | loved the work but the military
applications and privacy concerns eventually became

Impossible to ignore,
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