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Notation



Goal of backprop
- Compute partial derivative of cost function with respect to 

any weight or bias in network
- Assumptions about cost function

- Can be written as an average over individual training examples
- Can be written as a function of outputs from NN



Example cost function



Error of neuron

- zj
l represents the input to the activation of the jth neuron in 

the lth layer
- Larger error means changes in zj

l  will have larger impact
- To reduce cost, move zj

l in the opposite direction of the 
error



Four fundamental equations behind backprop

- Equation for error of output layer
- Equation for error in terms of error of next layer
- Equation for rate of change of cost with respect to any 

bias in the network
- Equation for rate of change of cost with respect to any 

weight in the network



Equation for error of output layer



Equation for error in terms of error of next layer



Equation for rate of change of cost with respect to 
any bias in the network



Equation for rate of change of cost with respect to 
any weight in the network



Backprop Algorithm



Stochastic Gradient Descent


